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#### Abstract

We consider pairs of Gaussian orthogonal ensemble matrices which are correlated with each other and subject to additive and multiplicative rank-one perturbations. We focus on the regime of parameters in which the finiterank perturbations generate outliers in the spectrum of the matrices. We investigate the statistical correlation (i.e., the typical overlap) between the eigenvectors associated to the outlier eigenvalues of each matrix in the pair, as well as the typical overlap between the outlier eigenvector of one matrix with the eigenvectors in the bulk of the spectrum of the other matrix. We discuss implications of these results for the signal recovery problem for spiked matrices, as well as for problems of high-dimensional random landscapes.
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## I. INTRODUCTION

Spiked random matrices, i.e., random matrices deformed by additive or multiplicative perturbations, have been the object of investigation since the foundational works of random matrix theory [1-3]. A huge amount of work has been devoted to characterizing the effect of low-rank perturbations on the spectral density of matrices extracted from invariant ensembles, i.e., in determining the statistics of the isolated eigenvalues, or outliers, generated by the perturbations (referred to as spikes, following a terminology introduced in Ref. [4]). For perturbed Wishart matrices, it has been shown by Baik, Ben Arous, and Péché that in the limit of large matrix size, the outliers pop out from the bulk of the eigenvalues density in a sharp phase transition [5]; with reference to this seminal work, the spectral transitions associated to the emergence of outliers are generically referred to as $B B P$ transitions. They have been discussed extensively in the mathematical literature; see, for instance, Refs. [6-14]. Deformed random matrices and their outliers have been shown to play a relevant role in a variety of contexts: Examples can be found in finance [15], inference and detection problems [16,17], constraint satisfaction problems [18], quantum chaos [19], localization of polymers by defects [20], and theoretical ecology [21,22]. The eigenvectors associated to the outliers play a relevant role in these applications: Their projection on the subspace spanned by the low-rank perturbations remains large in the limit of large matrix size [7,23], a phenomenon akin to condensation [24].

When interpreted as signal versus noise problems (the low-rank perturbations representing the signal), the spiked matrices are a prototypical example of a transition between a phase in which signal recovery is impossible (because the spectral properties of the deformed matrix are completely

[^0]determined by the random contribution and are therefore identical to the ones of the unperturbed matrix) and a phase in which information on the signal can be recovered, at least partially. This is done by determining the extremal eigenvalues of the matrix and the associated eigenvectors-that is, by means of principal component analysis (PCA). In this context, it can also be relevant to determine the projection of bulk eigenvectors on the subspace spanned by the perturbation, and results in this direction are given for instance in Refs. [25,26].

In this work, we are interested in characterizing the squared overlaps between the eigenvectors of pairs of correlated random matrices extracted from a Gaussian orthogonal ensemble (GOE), which are deformed by rank-one additive and multiplicative perturbations. Our analysis builds on the work in Refs. [27,28] (see also the comprehensive discussion in Ref. [29]), which (among other results) present the explicit expression of the overlaps of eigenvectors of matrices of the form $\mathbf{H}+\mathbf{W}^{(a)}$, where $\mathbf{H}$ is a (possibly random) matrix in common to both elements of the pairs, while the $\mathbf{W}^{(a)}$ with $a=0,1$ are independent GOE matrices. Our generalization consists in deforming the statistics of the matrices along one single direction in the basis space, by means of a combination of rank- 1 additive and multiplicative perturbations. In certain parameter regimes, these perturbations generate outliers in the spectra of the pair of matrices: We determine the overlap between the eigenvectors of the outliers, as well as between the eigenvector of the outlier of one matrix and any other eigenvector associated to eigenvalues in the bulk of the other matrix.

Our analysis is motivated by the study of high-dimensional random landscapes: Indeed, it can be shown [30-33] that the local curvature of simple Gaussian landscapes in the vicinity of their stationary points (local minima, maxima, or saddles) is described by matrices having exactly the statistics considered in this work. Determining the overlap between eigenvectors of the Hessians (the matrix encoding the information on the local landscape curvature) is relevant to understand the geometry of the landscape, in particular how the curvature is correlated
in different regions of the landscape. This is an important piece of information whenever one is interested in optimizing high-dimensional landscapes, to characterize how geometrical features affect its exploration by means of local optimization algorithms [34,35]. As a byproduct, our analysis allows us to address a question that may be of its own interest in the context of spiked matrices problems: Namely, it gives us access to the correlations between different estimators of the signal vector, obtained from different sets of noisy measurements in which the noise is correlated.

The work is structured as follows: In Sec. II we introduce our matrix ensemble of interest and summarize its spectral properties. In Sec. III we present the results of our calculation, namely the explicit expressions of the eigenvectors overlaps. In Sec. IV we give an overview of the calculation, discussing how to obtain the relevant overlaps from the calculation of products of resolvent operators and their finite-size corrections. Section V contains a discussion of applications of our results, while the conclusions are given in Sec. VI. Details of the calculation are given in the Appendices.

## II. PERTURBED, COUPLED GOE MATRICES

## A. Matrix ensembles

We consider pairs of correlated random matrices with a perturbed GOE (Gaussian orthogonal ensemble) statistics. We recall that a GOE matrix of size $N$ is a symmetric real random matrix with off-diagonal entries distributed as $\mathcal{N}\left(0, \sigma^{2} / N\right)$ and diagonal entries as $\mathcal{N}\left(0,2 \sigma^{2} / N\right)$, where $\mathcal{N}$ denotes the Gaussian distribution. In our model of interest, the perturbation is given by a special row and column in each matrix of the pair, whose entries are correlated to each other in a different way. More precisely, let $\mathbf{M}^{(a)}$ with $a=0,1$ be a pair of $N \times N$ matrices with the following block structure:

$$
\mathbf{M}^{(a)}=\left(\begin{array}{cccc} 
& & & m_{1 N}^{a}  \tag{1}\\
& \mathbf{B}^{(a)} & & \vdots \\
& & & m_{N-1 N}^{a} \\
m_{1 N}^{a} & \ldots & m_{N-1 N}^{a} & m_{N N}^{a}
\end{array}\right)
$$

where the $\mathbf{B}^{(a)}$ are two $N-1 \times N-1$ correlated GOE matrices with components $b_{i j}^{a}$ having zero mean, and correlations given by

$$
\begin{equation*}
\mathbb{E}\left[b_{i j}^{a} b_{k l}^{b}\right]=\left(\delta_{a b} \frac{\sigma^{2}}{N}+\left(1-\delta_{a b}\right) \frac{\sigma_{H}^{2}}{N}\right)\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right) \tag{2}
\end{equation*}
$$

for $a, b \in\{0,1\}$. The two GOE matrices $\mathbf{B}^{(a)}$ have equal variance $N^{-1} \sigma^{2}$, and for all $i \leqslant j$ the component $b_{i j}^{0}$ is correlated only with $b_{i j}^{1}$. Similarly, the entries $m_{i N}^{a}$ for $i<N$ have zero mean and correlations given by

$$
\begin{equation*}
\mathbb{E}\left[m_{i N}^{a} m_{k N}^{b}\right]=\left(\delta_{a b} \frac{\Delta_{a}^{2}}{N}+\left(1-\delta_{a b}\right) \frac{\Delta_{h}^{2}}{N}\right) \delta_{i k} \tag{3}
\end{equation*}
$$

for $a, b \in\{0,1\}$. Finally, the diagonal entries $m_{N N}^{a}$ have a nonzero average:

$$
\begin{equation*}
\mathbb{E}\left[m_{N N}^{a}\right]=\mu_{a}, \quad a \in\{0,1\} \tag{4}
\end{equation*}
$$

and covariances given by

$$
\begin{equation*}
\mathbb{E}\left[m_{N N}^{a} m_{N N}^{b}\right]-\mu_{a} \mu_{b}=\left(\delta_{a b} \frac{v_{a}^{2}}{N}+\left(1-\delta_{a b}\right) \frac{v_{h}^{2}}{N}\right) \tag{5}
\end{equation*}
$$

for $a, b \in\{0,1\}$. The choice of correlations in Eq. (2) implies that the matrices $\mathbf{B}^{(0)}, \mathbf{B}^{(1)}$ can be written as the sum of two GOE matrices:

$$
\begin{equation*}
\mathbf{B}^{(a)}=\mathbf{H}+\mathbf{W}^{(a)}, \quad a \in\{0,1\}, \tag{6}
\end{equation*}
$$

where $\mathbf{H}$ is an $N-1 \times N-1$ GOE matrix with

$$
\begin{equation*}
\mathbb{E}\left[H_{i j} H_{k l}\right]=\frac{\sigma_{H}^{2}}{N}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right) \tag{7}
\end{equation*}
$$

that is in common to both elements of the pair, while $\mathbf{W}^{(0)}, \mathbf{W}^{(1)}$ are $N-1 \times N-1$ independent and identically distributed GOE matrices satisfying

$$
\begin{equation*}
\mathbb{E}\left[W_{i j}^{a} W_{k l}^{a}\right]=\frac{\sigma_{W}^{2}}{N}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right), \quad a \in\{0,1\} \tag{8}
\end{equation*}
$$

and clearly $\sigma^{2}=\sigma_{H}^{2}+\sigma_{W}^{2}$. Thanks to Eqs. (3) and (5), the entries belonging to the last row and column admit a similar decomposition in terms of independent random variables,

$$
\begin{equation*}
m_{i N}^{a}=h_{i N}+w_{i N}^{a}, \quad a \in\{0,1\} \tag{9}
\end{equation*}
$$

with $h_{i N} \sim \mathcal{N}\left(0, N^{-1} \Delta_{h}^{2}\right)$ and $w_{i N}^{a} \sim \mathcal{N}\left(0, N^{-1} \Delta_{w, a}^{2}\right)$ for $i<$ $N$, while $h_{N N} \sim \mathcal{N}\left(0, N^{-1} v_{h}^{2}\right)$ and $w_{N N}^{a} \sim \mathcal{N}\left(\mu_{a}, N^{-1} v_{w, a}^{2}\right)$. Of course, $\Delta_{a}^{2}=\Delta_{h}^{2}+\Delta_{w, a}^{2}$ and $v_{a}^{2}=v_{h}^{2}+v_{w, a}^{2}$, for $a=0$ and $a=1$.

Each matrix of the form (1) can be rewritten as a GOE matrix perturbed with both additive and multiplicative rankone perturbations along one fixed direction identified by the basis vector $\mathbf{e}_{N}$ (corresponding to the last row and column). We can indeed write

$$
\begin{equation*}
\mathbf{M}^{(a)}=\mathbf{F}^{(a)} \cdot \mathbf{X}^{(a)} \cdot \mathbf{F}^{(a)}+\left(\mu_{a}+\zeta_{a} \frac{\xi^{a}}{\sqrt{N}}\right) \mathbf{e}_{N} \mathbf{e}_{N}^{T}, \tag{10}
\end{equation*}
$$

where $\mathbf{X}^{(a)}$ is now an $N \times N$ GOE with variance $N^{-1} \sigma^{2}$, $\xi^{a} \sim \mathcal{N}(0,1)$ is an independent standard Gaussian variable, and the terms $\mathbf{F}^{(a)}$ and $\zeta_{a}$ are introduced to reproduce the correct variance of the entries belonging to the special row and column of the matrices (1); more precisely,

$$
\begin{equation*}
\mathbf{F}^{(a)}=\mathbb{1}-\left(1-\frac{\Delta_{a}}{\sigma}\right) \mathbf{e}_{N} \mathbf{e}_{N}^{T} \tag{11}
\end{equation*}
$$

while $\zeta_{a}=\left(v_{a}^{2}-\Delta_{a}^{4} / \sigma^{2}\right)^{\frac{1}{2}}$ is chosen in such a way that $m_{N N}^{a} \sim \mathcal{N}\left(\mu_{a}, N^{-1} v_{a}^{2}\right)$ is recovered. The matrix $\mathbf{F}^{(a)}$ represents a deterministic, multiplicative perturbation to the GOE, while the second term in Eq. (10) is the additive one.

We introduce the notation $\mathbf{u}_{1}^{a}, \ldots, \mathbf{u}_{N}^{a}$ for the eigenvectors of the matrix $\mathbf{M}^{(a)}$, and $\lambda_{1}^{a}, \ldots, \lambda_{N}^{a}$ for the associated real eigenvalues. In the rest of the paper, we give for granted that the index $a$ can be either 0 or 1 , and every time it appears it is understood that that property holds for both $a=0$ and $a=1$.

Let us comment on the connection between the matrices we consider and those discussed in Refs. [28,29]. There are different sources of correlations of $\mathbf{M}^{(0)}$ and $\mathbf{M}^{(1)}$ : First, the noisy part is correlated, since the two matrices share the components $h_{i j}$ which are in common to both elements of the pair. Moreover, when $\Delta_{0}=\Delta_{1}$ or $\mu_{0}=\mu_{1}$, additional
correlations are due to the fact that the matrices are subject to the same multiplicative or additive perturbation. In the latter case, the matrices can be cast in the form $\mathbf{M}^{(a)}=$ $\sqrt{\mathbf{C}} \mathbf{X}^{(a)} \sqrt{\mathbf{C}}$ when $\mu_{a}=0$, and $\mathbf{M}^{(a)}=\mathbf{X}^{(a)}+\mathbf{C}$ when $\Delta_{a}=$ $v_{a}=\sigma$. These matrices are of the same form as those considered in Refs. [28,29], with the caveat that the population matrix $\mathbf{C}$ is of rank-1 and that the noise $\mathbf{X}^{(a)}$ has always GOE statistics (correlated whenever $\sigma_{H} \neq 0$ ). ${ }^{1}$ We also remark that each of the two matrices $\mathbf{M}^{(a)}$ has a statistics that is not rotational invariant, since there is a basis vector $\mathbf{e}_{N}$ that identifies a special direction along which the statistics of the entries is special. Nonetheless, rotational invariance is preserved in the subspace orthogonal to $\mathbf{e}_{N}$, given that the corresponding blocks $\mathbf{B}^{(a)}=\mathbf{H}+\mathbf{W}^{(a)}$ have a statistics which is invariant with respect to changes of basis.

As mentioned in the Introduction, our motivation for looking at matrices with this structure is due to the fact that they describe the local curvature of random Gaussian functions defined on high-dimensional manifolds (for instance, on high-dimensional spheres). These random fields are studied extensively as toy models of energy landscapes in the theory of glassy and complex systems, of fitness landscapes in evolutionary biology, of loss landscapes in problems of learning (see Ref. [36] for a recent review). The landscape at two different configurations is correlated, and so is its curvature, described by the Hessians matrices of the random function. It can be shown that such Hessian matrices at two different configurations have correlations described by the formulas above. In particular, due to the isotropy of the random field, the statistics of the Hessians is almost rotational invariant (the matrices are of the GOE type), except for one single direction which can be identified with $\mathbf{e}_{N}$ in the formulas above, and which corresponds to the direction connecting the two configurations in the manifold. We discuss this mapping in more detail in Sec. V.

## B. Spectral properties and outliers

We summarize here the main features of the eigenvalue distribution of matrices of the form (1) [equivalently Eq. (10)], and refer to Appendix A for more details. Notice that the matrices $\mathbf{M}^{(0)}$ and $\mathbf{M}^{(1)}$ have the same structure; each one has a statistics fully described by the parameters $\sigma, \Delta_{a}, v_{a}$, and $\mu_{a}$ for $a=0,1$. Since the spectral properties discussed in this section involve only eigenvalues and eigenvectors of one single element of the pair of matrices, they are independent of the parameters $\Delta_{h}, \sigma_{H}$, and $v_{h}$ describing the correlations between the entries of the two matrices in the pair. We therefore drop the superscript $a$ and denote the single-matrix parameters simply with $\sigma, \Delta, v$, and $\mu$ in this section.

In Refs. [32,33] it is shown that the perturbation given by the special row and column of $\mathbf{M}$ can generate a transition in the eigenvalue density in the large- $N$ limit, occurring at a critical value of the parameters $\Delta, \mu, \sigma$; this transition separates a regime in which the eigenvalue density is independent of $\Delta, \mu$ and simply coincides with the eigenvalue density of
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FIG. 1. The figure represents the regions in the plane $(\Delta, \mu)$ where 2 (upper white zone), 1 (center and lower right red zone), or 0 (lower left light blue zone) isolated eigenvalues emerge out of the bulk of the spectral density of $\mathbf{M}$. The plot is given for $\sigma=6$. As discussed in the main text, the existence conditions and the typical value of the isolated eigenvalue(s) are independent on $v$. Inset. A particular realization of the spectral density for a random matrix $\mathbf{M}$ of size $N=300$, with $\sigma=6, \Delta=25, \mu=10$ belonging to the "white" zone, thus presenting two outliers. For simplicity, we took $v=0$ (this parameter does not affect the eigenvalue density in the large- $N$ limit).
the GOE matrix $\mathbf{X}$ in Eq. (10), from a regime in which one or two isolated eigenvalues are present; see Fig. 1. These isolated eigenvalues $\lambda_{\text {iso }}$ are detached from the bulk of eigenvalues forming a continuum density in the limit $N \rightarrow \infty$. These types of spectral transitions belong to the BBP-like transition family [5]. For GOE matrices, the BBP transition has been widely investigated in the case of an additive finite-rank perturbations $[2,7,29]$, corresponding in our setting to $\Delta=\sigma$. We now discuss the results holding in the general case $\Delta \neq \sigma$, and refer to Appendix A for the technical details.

In an expansion in $N^{-1}$ the average spectral measure of the matrices $\mathbf{M}$ reads

$$
\begin{equation*}
d \nu_{N}(\lambda)=\rho_{N}(\lambda) d \lambda+\frac{1}{N} \sum_{*= \pm} \alpha_{*} \delta\left(\lambda-\lambda_{\mathrm{iso}, *}\right)+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{12}
\end{equation*}
$$

where $\rho_{N}(\lambda)$ is defined for $|\lambda| \leqslant 2 \sigma$ and it admits the expansion

$$
\begin{equation*}
\rho_{N}(\lambda)=\rho_{\sigma}(\lambda)+\frac{1}{N} \rho_{\sigma}^{(1)}(\lambda)+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{13}
\end{equation*}
$$

The leading-order term in this expansion reduces to the eigenvalue density of the unperturbed GOE matrix $\mathbf{X}$,

$$
\begin{equation*}
\rho_{\sigma}(\lambda)=\frac{1}{2 \pi \sigma^{2}} \sqrt{4 \sigma^{2}-\lambda^{2}} \tag{14}
\end{equation*}
$$

while the subleading correction equals to

$$
\begin{align*}
\rho_{\sigma}^{(1)}(\lambda)= & \frac{\sqrt{4 \sigma^{2}-\lambda^{2}}}{2 \pi\left(\lambda^{2}-4 \sigma^{2}\right)}-\frac{\operatorname{sgn}(\lambda)}{\sqrt{4 \sigma^{2}-\lambda^{2}}} \\
& +\sum_{x= \pm 1} \frac{1}{4} \delta(\lambda+2 x \sigma) \tag{15}
\end{align*}
$$

see Appendix A for a derivation. The $\delta$ peaks in the measure (12) correspond to the isolated eigenvalues $\lambda_{\text {iso }, \pm}$. It can be shown that the eigenvalues are real solutions of the equation

$$
\begin{equation*}
\lambda-\mu-\Delta^{2} \mathfrak{g}_{\sigma}(\lambda)=0 \tag{16}
\end{equation*}
$$

where for $\lambda$ real such that $|\lambda|>2 \sigma$ one has

$$
\begin{equation*}
\mathfrak{g}_{\sigma}(\lambda)=\frac{1}{2 \sigma^{2}}\left(\lambda-\operatorname{sgn}(\lambda) \sqrt{\lambda^{2}-4 \sigma^{2}}\right) \tag{17}
\end{equation*}
$$

and $\mathfrak{g}_{\sigma}$ is the Stieltjes transform of the unperturbed GOE matrix $\mathbf{X}$, obtained from

$$
\begin{equation*}
\mathfrak{g}_{\sigma}(z)=\lim _{N \rightarrow \infty} \frac{1}{N} \mathbb{E}\left[\operatorname{Tr}\left(\frac{1}{z-\mathbf{X}}\right)\right] \tag{18}
\end{equation*}
$$

Depending on the strength of the perturbations $\mu, \Delta$, the matrices can exhibit either none, one, or two isolated eigenvalues, as we report in Appendix A 2 and summarize in Fig. 1. In particular, for any choice of $\Delta \geqslant 0$ one isolated eigenvalue exists whenever

$$
\begin{equation*}
|\mu|>\sigma\left(1+\frac{\sigma^{2}-\Delta^{2}}{\sigma^{2}}\right) \tag{19}
\end{equation*}
$$

and it reads

$$
\begin{equation*}
\lambda_{\mathrm{iso},-}=\frac{2 \mu \sigma^{2}-\Delta^{2} \mu-\operatorname{sgn}(\mu) \Delta^{2} \sqrt{\mu^{2}-4\left(\sigma^{2}-\Delta^{2}\right)}}{2\left(\sigma^{2}-\Delta^{2}\right)} . \tag{20}
\end{equation*}
$$

This expression was first obtained in Refs. [32,33], and we rederive it in Appendix A 2. It is simple to check that for $\mu<$ 0 it holds $\lambda_{\text {iso,- }}<-2 \sigma$, meaning that the isolated eigenvalue is the smallest eigenvalue of the random matrix; similarly, for $\mu>0$ the isolated eigenvalue is the largest one. To connect with known results, it is convenient to express these quantities in terms of the inverse of Eq. (17), which for real $y$ is defined in $|y| \leqslant \sigma^{-1}$ and reads

$$
\begin{equation*}
\mathfrak{g}_{\sigma}^{-1}(y)=\frac{1}{y}+\sigma^{2} y . \tag{21}
\end{equation*}
$$

It has been shown in Ref. [32] that the isolated eigenvalue (20) can be equivalently written as

$$
\begin{equation*}
\lambda_{\mathrm{iso},-}=\mathfrak{g}_{\sigma}^{-1}\left(\mathfrak{g}_{\bar{\sigma}}(\mu)\right)=\frac{1}{\mathfrak{g}_{\sigma}(\mu)}+\sigma^{2} \mathfrak{g}_{\bar{\sigma}}(\mu) \tag{22}
\end{equation*}
$$

with $\bar{\sigma}=\left(\sigma^{2}-\Delta^{2}\right)^{\frac{1}{2}}$; this expression is well-defined for $\left|\mathfrak{g}_{\sigma}(\mu)\right|<\sigma^{-1}$, which corresponds to the existing condition (19). From these equations one easily obtains the well-know expression of the isolated eigenvalue in the presence of a purely additive rank-one perturbation [2,7,29]: It suffices to set $\Delta \rightarrow \sigma, \bar{\sigma} \rightarrow 0$ and use the fact that $\lim _{\bar{\sigma} \rightarrow 0} \mathfrak{g}_{\bar{\sigma}}(\mu)=\mu^{-1}$ to get

$$
\begin{equation*}
\lambda_{\mathrm{iso},-} \xrightarrow{\Delta \rightarrow \sigma} \mu+\frac{\sigma^{2}}{\mu}=\mathfrak{g}_{\sigma}^{-1}\left(\frac{1}{\mu}\right) \tag{23}
\end{equation*}
$$

As derived in Appendix A 2, when $\Delta>\sqrt{2} \sigma$ a second isolated eigenvalue exists in the regime $|\mu|<\Delta^{2} \sigma^{-1}-2 \sigma$, and equals to

$$
\begin{equation*}
\lambda_{\mathrm{iso},+}=\frac{-2 \mu \sigma^{2}+\Delta^{2} \mu-\operatorname{sgn}(\mu) \Delta^{2} \sqrt{\mu^{2}+4\left(\Delta^{2}-\sigma^{2}\right)}}{2\left(\Delta^{2}-\sigma^{2}\right)} \tag{24}
\end{equation*}
$$

This case was not discussed in Refs. [32,33] and, to the best of our knowledge, has not be considered in previous literature. The eigenvalue $\lambda_{\text {iso,+ }}$ has a sign opposite to that of $\mu$; thus, for $\mu>0$ one has $\lambda_{\text {iso, }+} \leqslant 0 \leqslant \lambda_{\text {iso, }-}$, while for $\mu<0$ it holds $\lambda_{\text {iso, }-} \leqslant 0 \leqslant \lambda_{\text {iso, }+}$. These existence conditions are encoded in Eq. (12) by choosing

$$
\begin{align*}
& \alpha_{-}=\Theta\left(|\mu|-2 \sigma+\frac{\Delta^{2}}{\sigma}\right) \\
& \alpha_{+}=\Theta(\Delta-\sqrt{2} \sigma) \Theta\left(-|\mu|-2 \sigma+\frac{\Delta^{2}}{\sigma}\right) \tag{25}
\end{align*}
$$

## C. The outlier eigenvectors

The eigenvector $\mathbf{u}_{\text {iso,- }}$ associated to the isolated eigenvalue (20) has a projection on the basis vector $\mathbf{e}_{N}$ corresponding to the special line and column of the matrix, which remains of $O(1)$ when $N$ is large; the typical value of this projection has been computed in Ref. [32] and reads

$$
\begin{equation*}
\left(\mathbf{u}_{\text {iso },-} \cdot \mathbf{e}_{N}\right)^{2}=\mathfrak{q}_{\sigma, \Delta}\left(\lambda_{\text {iso },-}, \mu\right) \tag{26}
\end{equation*}
$$

where we introduced the function

$$
\begin{align*}
& \mathfrak{q}_{\sigma, \Delta}(\lambda, \mu) \\
& :=\operatorname{sgn}(\mu) \frac{\operatorname{sgn}(\lambda) \Delta^{2} \sqrt{\lambda^{2}-4 \sigma^{2}}-\lambda\left(2 \sigma^{2}-\Delta^{2}\right)+2 \mu \sigma^{2}}{2 \Delta^{2} \sqrt{\mu^{2}-4\left(\sigma^{2}-\Delta^{2}\right)}} \tag{27}
\end{align*}
$$

It can be shown rather easily that whenever Eq. (19) is satisfied, then Eq. (26) is positive, as it should be. This can be done by considering separately the cases $\mu>0$ and $\mu<0$ and by using the expression of $\lambda_{\text {iso,- }}$. In particular, since $\lambda_{\text {iso,- }}$ and $\mu$ have the same sign, one can show that the condition (19) is equivalent to

$$
-\left|\lambda_{\mathrm{iso},-}\right|\left(2 \sigma^{2}-\Delta^{2}\right)+2|\mu| \sigma^{2}>0
$$

which immediately implies the positivity of Eq. (26). In particular, Eq. (26) is zero if and only if $\left|\lambda_{\text {iso, }}\right|=2 \sigma$, which is equivalent to $|\mu|=\sigma^{-1}\left(2 \sigma^{2}-\Delta^{2}\right)$, i.e., the isolated eigenvalue is at the edge of the bulk.

The explicit dependence of Eq. (26) on the parameters $\sigma, \Delta, \mu$ reads

$$
\begin{equation*}
\left(\mathbf{u}_{\text {iso },-} \cdot \mathbf{e}_{N}\right)^{2}=\frac{\left[\Delta^{2}(|\mu|+\Xi)-2 \sigma^{2} \Xi+\operatorname{sgn}\left(\Delta^{2}-\sigma^{2}\right) \sqrt{\kappa}\right]}{4 \Xi\left(\Delta^{2}-\sigma^{2}\right)} \tag{28}
\end{equation*}
$$

where $\Xi=\left(\mu^{2}-4 \sigma^{2}+4 \Delta^{2}\right)^{\frac{1}{2}}$ and $\kappa=\left(\Delta^{2}|\mu|-2 \sigma^{2}|\mu|+\right.$ $\left.\Delta^{2} \Xi\right)^{2}-16 \sigma^{2}\left(\sigma^{2}-\Delta^{2}\right)^{2}$. In the case of a purely additive perturbation ( $\Delta=\sigma$ ), using Eq. (23) one sees that this
expression reduces to

$$
\begin{equation*}
\left(\mathbf{u}_{\mathrm{iso},-} \cdot \mathbf{e}_{N}\right)^{2} \xrightarrow{\Delta \rightarrow \sigma} 1-\frac{\sigma^{2}}{\mu^{2}} \tag{29}
\end{equation*}
$$

consistently with previous results [7,29]. We remark that for the matrices (1) the joint isolated eigenvalue-eigenvector large deviation function has been determined as well [32], generalizing the case of a purely additive perturbation [37].

## III. EIGENVECTORS OVERLAPS

In this work we aim at characterizing the correlations between eigenvectors of pairs of correlated matrices with the distribution (1), similarly to what is discussed in Ref. [28] for unperturbed GOE matrices. In particular, our objects of interest are the averaged squared overlaps between eigenvectors associated to different eigenvalues of the two matrices:

$$
\begin{equation*}
\Phi\left(\lambda^{0}, \lambda^{1}\right):=N \mathbb{E}\left[\left(\mathbf{u}_{\lambda^{0}} \cdot \mathbf{u}_{\lambda^{1}}\right)^{2}\right], \tag{30}
\end{equation*}
$$

where $\lambda^{a}$ are eigenvalues of $\mathbf{M}^{(a)}, \mathbf{u}_{\lambda^{a}}$ the corresponding eigenvectors, and the expectation value $\mathbb{E}$ represents the average over the distribution of all the entries of the two matrices. In the limit of large $N$ this quantity remains of $\mathcal{O}(1)$ for values of $\lambda^{a}$ belonging to the continuous part (henceforth, the bulk) of the eigenvalue density of the two matrices. We are interested in computing both the overlap between eigenstates associated to eigenvalues in the bulk, as well as the overlaps involving the eigenvectors associated to the isolated eigenvalues of the matrices, whenever they exist. In the first case, the average $\mathbb{E}$ over different realizations of the random matrices can be replaced by an average, for fixed randomness, over eigenvectors associated to eigenvalues within windows of width $d \lambda \gg N^{-1}$ centered around $\lambda^{0}, \lambda^{1}$ : As a matter of fact, the quantity (30) is self-averaging in the large $N$ limit [28].

Consider now the overlaps involving the eigenvectors associated to the isolated eigenvalues. As we have discussed in the previous section, any element of the pair of matrices in Eq. (1) can present zero, one or two isolated eigenvalues. Such eigenvalues pop out of the bulk of the spectral density, which at leading order in $N$ is given by the Wigner's semicircle law. Two isolated eigenvalues, denoted by $\lambda_{\text {iso, } \pm}^{a}$, exist for each matrix $a \in\{0,1\}$ only when the noise from the special row and column is considerably bigger than the variance of the main GOE blocks, i.e., $\Delta_{a}>\sqrt{2} \sigma$. In the following, we restrict to the case in which only one isolated eigenvalue exists, equal to $\lambda_{\text {iso, }-}^{a}$. To simplify the notation, henceforth we set

$$
\begin{equation*}
\lambda_{\mathrm{iso}}^{a} \equiv \lambda_{\mathrm{iso},-}^{a}, \tag{31}
\end{equation*}
$$

meaning that $\lambda_{\text {iso }}^{0}$ is the isolated eigenvalue (20) of $\mathbf{M}^{(0)}$, and analogously for $\lambda_{\text {iso }}^{1}$. All of the results presented in the following can be easily generalized to the other isolated eigenvalues of the random matrices, whenever they exist.

We also remark that in the case in which both the eigenvalues in Eq. (30) are isolated, the relevant quantity to determine is the rescaled function:

$$
\begin{equation*}
\tilde{\Phi}\left(\lambda_{\text {iso }}^{0}, \lambda_{\text {iso }}^{1}\right):=\frac{\Phi\left(\lambda_{\text {iso }}^{0}, \lambda_{\text {iso }}^{1}\right)}{N}=\mathbb{E}\left[\left(\mathbf{u}_{\lambda_{\text {iso }}^{0}} \cdot \mathbf{u}_{\lambda_{\text {iso }}^{1}}\right)^{2}\right] . \tag{32}
\end{equation*}
$$

This is because both eigenvectors have an $\mathcal{O}(1)$ projection on the special direction $\mathbf{e}_{N}$ given by Eq. (26), so that their overlap
is at least of the order of Eq. (26). This clearly indicates that the quantity that remains of $\mathcal{O}(1)$ in the limit of large $N$ is the rescaled quantity (32).

The overlap (30) takes a different form depending on whether the considered eigenvalues (either both or one of them) belong to the bulk of the eigenvalues density of their respective matrices, or are isolated. Our main results are the explicit formulas for the overlaps in all the different cases, as a function of the parameters defining the statistics of the matrices. An overview of the calculations leading to these results is given in Sec. IV, and details are reported in the Appendices. In the following subsections we report the final explicit expressions.

## A. Eigenvector overlaps of bulk-bulk eigenvalues

Each element of the pair of random matrices defined in Eq. (1) has a GOE block $\mathbf{B}^{(a)}$ having the same statistics (only the matrix elements in the special row and column have a statistics that depends on $a$ ). The bulk spectral densities $\rho_{\sigma}(\lambda)$ of both matrices in the large $N$ limit are determined by these blocks, and thus are exactly the same for both matrices, given by Eq. (14). The spectral densities are supported on the interval $[-2 \sigma, 2 \sigma]$; when the respective eigenvalues $\lambda^{0}, \lambda^{1} \in[-2 \sigma, 2 \sigma]$, the overlap between the two correspondent eigenvectors reads

$$
\begin{equation*}
\Phi\left(\lambda^{0}, \lambda^{1}\right)=\frac{2 \sigma_{W}^{2}\left(1-\frac{\sigma_{W}^{2}}{2 \sigma^{2}}\right)\left(\lambda^{0}-\lambda^{1}\right)^{2}}{\prod_{k= \pm} A_{k}}+\mathcal{O}\left(\frac{1}{N}\right) \tag{33}
\end{equation*}
$$

with

$$
\begin{align*}
A_{k}= & \frac{\sigma_{W}^{4}}{4 \sigma^{4}}\left(\sqrt{4 \sigma^{2}-\left(\lambda^{0}\right)^{2}}+k \sqrt{4 \sigma^{2}-\left(\lambda^{1}\right)^{2}}\right)^{2} \\
& +\left(1-\frac{\sigma_{W}^{2}}{2 \sigma^{2}}\right)^{2}\left(\lambda^{0}-\lambda^{1}\right)^{2} \tag{34}
\end{align*}
$$

This expression depends only on the parameters $\sigma, \sigma_{W}$ defining the statistics of the GOE blocks $\mathbf{B}^{(a)}$, and it is consistent with the results of Ref. [28]. Indeed, Ref. [28] presents the calculation of the overlap between bulk eigenvectors of matrices of the form $\mathbf{C}+\mathbf{A}+\mathbf{D}^{(a)}$, where $\mathbf{C}$ is a deterministic (population) matrix, while $\mathbf{A}$ and $\mathbf{D}^{(a)}$ are $N \times N$ GOE matrices with variances $\rho_{12}$ and $\sigma_{a}^{2}-\rho_{12}$, respectively. The overlap is shown to be independent of the matrix $\mathbf{C}$, and to coincide with Eq. (33) with $\sigma_{H}^{2} \rightarrow \rho_{12}$ and $\sigma_{W}^{2} \rightarrow \sigma_{a}^{2}-\rho_{12}$, as expected. Notice that the case considered in Ref. [28] corresponds to vanishing finite-rank perturbations ( $\Delta_{a}=v_{a}=\sigma, \mu_{a}=0$ ); therefore, no isolated eigenvalue(s) are present in that case. Equation (33) shows that the finite rank perturbations do not affect the overlap between bulk eigenvectors, to leading order in $N$. We remark that the $1 / N$ contribution to (33) can also be determined explicitly; we discuss this in Sec. IV C.

A numerical check of Eq. (33) is given in Fig. 2. We briefly comment on how the numerical simulations are performed. To obtain the eigenvectors overlaps numerically, we generate the three GOE random matrices $\mathbf{H}, \mathbf{W}^{(0)}$, and $\mathbf{W}^{(1)}$; similarly, we generate the Gaussian variables $h_{i N}, w_{i N}^{0}, w_{i N}^{1}$. The elements $m_{N N}^{0}$ and $m_{N N}^{1}$ are simply set equal to $\mu_{0}$ and $\mu_{1}$ respectively, i.e., we set $v_{0}=v_{1}=0$; this is motivated by the fact that, as we show below, to the $1 / N$ order we are interested in, all of


FIG. 2. Plot representing the theoretical curves of the bulk-bulk overlap (33) with their respective numerical simulations (colored crosses). We used $\sigma_{H}=6, \Delta_{h}=2.5, \Delta_{w, 0}=2, \Delta_{w, 1}=1.5, \mu_{0}=$ $\mu_{1}=0$, and we plot the overlap for $x=\lambda^{0}=0$ and $y=\lambda^{1} \in$ [ $-2 \sigma, 2 \sigma$ ], for several choices of $\sigma_{W}$ : The central peak height is inversely proportional to the value of $\sigma_{W}$. The numerical simulations were carried out by generating 500 times pairs of random matrices of size $N=200$. As for Fig. 1 we set $v_{0}=v_{1}=0$ given that the final results do not depend on them, to leading orders.
our analytical results are independent on the variances $v_{0}, v_{1}$. After having generated such entries, we sum them up to get the two matrices $\mathbf{M}^{(0)}$ and $\mathbf{M}^{(1)}$, according to Sec. II A. We then diagonalize them and consider eigenvectors associated to eigenvalues in the intervals $[x-d \lambda, x+d \lambda]$ and $[y-d \lambda, y+$ $d \lambda]$ respectively, with $d \lambda \gg N^{-1}$. Then for each pair of such eigenvectors of the two matrices, we compute their squared dot product, and average them together. We repeat this procedure over many realizations: The numerical points in the Figures correspond to averages over the realizations. All the Figures reported in the following are generated in this way, with the slight difference that when isolated eigenvalues are considered, there is no window $d \lambda$ on which to perform the first average, and thus the number of realizations has to be increased significantly.

## B. Eigenvector overlaps of isolated-isolated eigenvalues

We now consider the case in which both $\lambda_{\text {iso }}^{0}$ and $\lambda_{\text {iso }}^{1}$ exist, and we give the expression for the rescaled overlap (32) of the corresponding eigenvectors. Given the function

$$
\begin{equation*}
\Psi(z, \xi):=\frac{\mathfrak{g}_{\sigma}(z)-\mathfrak{g}_{\sigma}(\xi)}{\xi-z-\sigma_{W}^{2}\left(\mathfrak{g}_{\sigma}(\xi)-\mathfrak{g}_{\sigma}(z)\right)} \tag{35}
\end{equation*}
$$

we find that the overlap can be compactly written as

$$
\begin{align*}
\tilde{\Phi}\left(\lambda_{\text {iso }}^{0}, \lambda_{\text {iso }}^{1}\right)= & \mathfrak{q}_{\sigma, \Delta_{0}}\left(\lambda_{\text {iso }}^{0}, \mu_{0}\right) \mathfrak{q}_{\sigma, \Delta_{1}}\left(\lambda_{\text {iso }}^{1}, \mu_{1}\right) \\
& \times\left[\Delta_{h}^{2} \Psi\left(\lambda_{\text {iso }}^{0}, \lambda_{\text {iso }}^{1}\right)+1\right]^{2}+\mathcal{O}\left(\frac{1}{N}\right), \tag{36}
\end{align*}
$$

where $\mathfrak{q}_{\sigma, \Delta}$ is defined in Eq. (27).


FIG. 3. Density plot for $\tilde{\Phi}\left(\lambda_{\text {iso }}^{0}, \lambda_{\text {iso }}^{1}\right)$ for matrices subject to purely additive perturbations ( $\Delta_{h}=\sigma_{H}, \Delta_{w, 0}=\Delta_{w, 1}=\sigma_{W}$ ) with $\mu=\mu_{0}=\mu_{1}=10$. The black dashed lines are level curves.

Let us comment on some limiting values of this expression. In the case in which the two matrices $\mathbf{M}^{(a)}$ have uncorrelated entries in the special line and column (meaning that $\Delta_{h}=0$ ) then the overlap reduces to $\mathfrak{q}_{\sigma, \Delta_{0}}\left(\lambda_{\text {iso }}^{0}, \mu_{0}\right) \mathfrak{q}_{\sigma, \Delta_{1}}\left(\lambda_{\text {iso }}^{1}, \mu_{1}\right)$ and thus it coincides with the product of two terms like (26), one for each matrix. In fact, it is natural to expect that when the entries are uncorrelated, the eigenvectors corresponding to the isolated eigenvalues are orthogonal in the subspace that is complementary to the special direction $\mathbf{e}_{N}$, implying that their overlap is fully determined by their projection on the special direction $\mathbf{e}_{N}$. More precisely, given the decomposition $\mathbf{u}_{\lambda_{\text {iso }}^{a}}=\left(\mathbf{u}_{\lambda_{\text {iso }}^{a}} \cdot \mathbf{e}_{N}\right) \mathbf{e}_{N}+\mathbf{v}^{a}$ with $\mathbf{v}^{a}$ being the projection of $\mathbf{u}_{\lambda_{\text {is }}}$ on the space orthogonal to $\mathbf{e}_{N}$, the above assumption corresponds to $\mathbf{v}^{0} \cdot \mathbf{v}^{1}=0$, which implies $\left(\mathbf{u}_{\lambda_{\text {iso }}^{0}} \cdot \mathbf{u}_{\lambda_{\text {iso }}^{1}}\right)^{2}=\left(\mathbf{u}_{\lambda_{\text {iso }}^{0}}\right.$. $\left.\mathbf{e}_{N}\right)^{2}\left(\mathbf{u}_{\lambda_{\text {iso }}^{1}} \cdot \mathbf{e}_{N}\right)^{2}$, which using Eq. (26) is precisely Eq. (36) for $\Delta_{h} \stackrel{\lambda_{\text {iso }}}{=} 0$. This is the minimal value one expects for the overlap. However, when the two matrices are fully correlated ( $\sigma_{W}=0=\Delta_{w, 0}=\Delta_{w, 1}$ ) the overlap is maximal and equal to one, as it can be checked from the above formulas. The dependence of $\tilde{\Phi}\left(\lambda_{\text {iso }}^{0}, \lambda_{\text {iso }}^{1}\right)$ on the variances $\sigma_{W}, \sigma_{H}$ is shown in Fig. 3 for the particular case in which the perturbation is fully additive, and identical in strength for both matrices. Further comparisons of the formula (36) with numerical simulations are given in Fig. 6 in Sec. V, where we discuss the special case of matrix PCA.

## C. Eigenvector overlaps of bulk-isolated eigenvalues

Consider the case in which at least one of the two matrices $\mathbf{M}^{(0)}, \mathbf{M}^{(1)}$ has the isolated eigenvalue. Without loss of generality, we take such matrix to be $\mathbf{M}^{(0)}$, meaning that Eq. (19) is satisfied and $\lambda_{\text {iso }}^{0}$ exists (it is clear that all results will hold if we exchange the two matrices). We impose no condition on $\mathbf{M}^{(1)}$, and we pick a bulk eigenvalue $y:=\lambda^{1} \in[-2 \sigma, 2 \sigma]$. In this case, the formula for the overlap is rather cumbersome, as


FIG. 4. Plot representing the theoretical curves of the bulkisolated overlap (37) with their respective numerical simulations (colored crosses). We used $\sigma_{H}=6.5, \sigma_{W}=3, \Delta_{w, 0}=2, \Delta_{w, 1}=$ $1.5, \mu_{0}=15, \mu_{1}=4$, and we plot the overlap for $x=\lambda_{\text {iso }}^{0}$ and $y=$ $\lambda^{1} \in[-2 \sigma, 2 \sigma]$ (were clearly $\sigma=\sqrt{\sigma_{H}^{2}+\sigma_{W}^{2}}$ ) for several choices of $\Delta_{h}$ : The function value at $y=2 \sigma$ is proportional to the strength of $\Delta_{h}$. The numerical simulations were carried out by generating 1000 times pairs of random matrices of size $N=500$. As for Fig. 1 we set $v_{0}=v_{1}=0$ given that the final results do not depend on them, to leading orders.
it is given by the following expression:

$$
\begin{align*}
\Phi\left(\lambda_{\text {iso }}^{0}, y\right)= & \frac{\mathfrak{q}_{\sigma, \Delta_{0}}\left(\lambda_{\text {iso }}^{0}, \mu_{0}\right)}{2 \pi \rho_{\sigma}(y)}\left[\frac{4 \Delta_{0}^{2} \sigma^{2}}{\sqrt{\left[\lambda_{\text {iso }}^{0}\right]^{2}-4 \sigma^{2}}} \frac{b c-a d}{c^{2}+d^{2}}\right. \\
& -4 \sigma^{2} \Delta_{h}^{4} \frac{b_{1} c_{1} e_{1}-a_{1} d_{1} e_{1}-a_{1} c_{1} f_{1}-b_{1} d_{1} f_{1}}{\left(c_{1}^{2}+d_{1}^{2}\right)\left(e_{1}^{2}+f_{1}^{2}\right)} \\
& -8 \sigma^{2} \Delta_{h}^{2} \frac{b_{2} c_{2} e_{2}-a_{2} d_{2} e_{2}-a_{2} c_{2} f_{2}-b_{2} d_{2} f_{2}}{\left(c_{2}^{2}+d_{2}^{2}\right)\left(e_{2}^{2}+f_{2}^{2}\right)} \\
& \left.+\frac{\Delta_{0}^{2} \Delta_{1}^{2} \mathfrak{g}_{\sigma}\left(\lambda_{\text {iso }}^{0}\right)}{\sigma^{2}\left(\lambda_{\text {iso }}^{0}-\mu_{0}\right)\left(y-\mu_{1}\right)} \frac{b_{3} c_{3}-a_{3} d_{3}}{c_{3}^{2}+d_{3}^{2}}\right] \\
& +\mathcal{O}\left(\frac{1}{N}\right) \tag{37}
\end{align*}
$$

The quantities $a, b, c, a_{1}, b_{1}, c_{1}, a_{2}, b_{2}, c_{2}, a_{3}, b_{3}, c_{3}$ are functions of $\lambda_{\text {iso }}^{0}$ and $y$, and depend explicitly on the parameters $\sigma, \sigma_{W}$, and $\Delta_{1}$. For compactness, we list their explicit expressions in Appendix D 2. We also recall that the expressions for $\mathfrak{g}_{\sigma}, \rho_{\sigma}$, and $\mathfrak{q}_{\sigma, \Delta}$ are given in Eqs. (14), (17), and (27).

In Fig. 4 we show that the complicated parameter dependencies of Eq. (37) are exact, and numerical simulations perfectly agree with our theoretical results.

As it is evident from Eqs. (33), (36), and (37), the expressions for the overlaps do not depend on the parameters $v_{h}, v_{w, a}$ which control the strength of the fluctuations of the matrix elements $m_{N N}^{a}$ at the scale $N^{-1 / 2}$; however, they depend explicitly on the average values $\mu_{a}$ of those matrix elements, which are of $\mathcal{O}(1)$. More generally, the bulk properties of the pair
of matrices $\mathbf{M}^{(a)}$ depend only on the parameters $\sigma, \sigma_{H}, \sigma_{W}$ defining the statistics of the blocks $\mathbf{B}^{(a)}$ [see, for instance, Eqs. (14) and (33)]: The $\mathcal{O}\left(N^{-1 / 2}\right)$ fluctuations of $\mathcal{O}\left(N^{2}\right)$ matrix elements contribute to these quantities to leading order, while the fluctuations and correlations of a subleading number of matrix elements (such as those in the special line and column) matter only at the subsequent order in the $1 / N$ expansion. However, the isolated eigenvalues and eigenvectors [which give a subleading contribution to the eigenvalue density with respect to the bulk; see Eq. (12)] are sensitive to the $\mathcal{O}\left(N^{-1 / 2}\right)$ fluctuations of the $\mathcal{O}(N)$ entries $m_{i N}^{a}$ for $i<N$, as well as to changes in the averages $\mu_{a}$ that are of $\mathcal{O}(1)$; this appears evident from the Eqs. (36) and (37). However, the fluctuations of a single matrix element $m_{N N}^{a}$ at the scale $N^{-1 / 2}$ are not strong enough to shift the typical value of these quantities (even though they affect the large deviation functions describing the probability that these quantities take atypical values, as shown in Ref. [32]). We naturally expect that the dependence on the parameters $v_{h}, v_{w, a}$ will appear in typical values only at the next orders in the $1 / N$ expansion.

## IV. OVERVIEW OF THE COMPUTATIONS

## A. A formula to extract the overlaps

In this section, we aim at giving an overview on how the computation of the overlaps (30) is carried out in the three cases presented in Sec. III. The derivation is similar to that discussed in Ref. [28]. We begin by introducing the auxiliary function

$$
\begin{equation*}
\psi(z, \xi):=\frac{1}{N} \mathbb{E}\left[\operatorname{Tr}\left[\left(z-\mathbf{M}^{(0)}\right)^{-1}\left(\xi-\mathbf{M}^{(1)}\right)^{-1}\right]\right] \tag{38}
\end{equation*}
$$

which will be useful as a computation tool. For finite $N$, the spectral decomposition of the matrices yields:

$$
\begin{aligned}
\psi & (x-i \eta, y \pm i \eta) \\
& =\frac{1}{N} \sum_{\alpha, \beta} \mathbb{E}\left[\frac{1}{x-i \eta-\lambda_{\alpha}^{0}} \frac{1}{y \pm i \eta-\lambda_{\beta}^{1}}\left(\mathbf{u}_{\alpha}^{0} \cdot \mathbf{u}_{\beta}^{1}\right)^{2}\right] \\
& =\frac{1}{N^{2}} \sum_{\alpha, \beta} \mathbb{E}\left[R_{x, y, \eta}^{ \pm}\left(\lambda_{\alpha}^{0}, \lambda_{\beta}^{1}\right) N\left(\mathbf{u}_{\alpha}^{0} \cdot \mathbf{u}_{\beta}^{1}\right)^{2}\right]
\end{aligned}
$$

where we defined

$$
\begin{equation*}
R_{x, y, \eta}^{ \pm}(\lambda, \chi)=\frac{1}{x-\lambda-i \eta} \frac{1}{y-\chi \pm i \eta} \tag{39}
\end{equation*}
$$

In the large $N$ limit, the sums over the eigenvalues can be turned into integrals over the spectral measure of the matrices, taking care of the presence of the subleading terms due to the isolated eigenvalues.

The above expression hence becomes equivalent to

$$
\begin{aligned}
\psi(x & -i \eta, y \pm i \eta) \\
= & \int d \lambda d \chi \rho_{\sigma}(\lambda) \rho_{\sigma}(\chi) R_{x, y, \eta}^{ \pm}(\lambda, \chi) \Phi(\lambda, \chi) \\
& +\frac{1}{N} \int d \lambda \rho_{\sigma}(\lambda) R_{x, y, \eta}^{ \pm}\left(\lambda, \lambda_{\text {iso }}^{1}\right) \Phi\left(\lambda, \lambda_{\text {iso }}^{1}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{1}{N} \int d \chi \rho_{\sigma}(\chi) R_{x, y, \eta}^{ \pm}\left(\lambda_{\text {iso }}^{0}, \chi\right) \Phi\left(\lambda_{\text {iso }}^{0}, \chi\right) \\
& +\frac{1}{N} R_{x, y, \eta}^{ \pm}\left(\lambda_{\text {iso }}^{0}, \lambda_{\text {iso }}^{1}\right) \frac{\Phi\left(\lambda_{\text {iso }}^{0}, \lambda_{\text {iso }}^{1}\right)}{N}
\end{aligned}
$$

where $\rho_{\sigma}$ denotes the continuous part of the eigenvalue densities of the matrices $\mathbf{M}^{(a)}$, for $a \in\{0,1\}$, defined in Eq. (14). We set $\psi_{0}=\lim _{\eta \rightarrow 0^{+}} \psi$. The Sokhotski-Plemelj identity implies

$$
\begin{align*}
\operatorname{Re}[ & {\left[\psi_{0}(x-i \eta, y+i \eta)-\psi_{0}(x-i \eta, y-i \eta)\right] } \\
= & 2 \pi^{2} \Phi(x, y) \rho_{\sigma}(x) \rho_{\sigma}(y) \\
& +\frac{2 \pi^{2}}{N} \Phi\left(\lambda_{\text {iso }}^{0}, y\right) \rho_{\sigma}(y) \delta\left(x-\lambda_{\text {iso }}^{0}\right) \\
& +\frac{2 \pi^{2}}{N} \Phi\left(x, \lambda_{\text {iso }}^{1}\right) \rho_{\sigma}(x) \delta\left(y-\lambda_{\text {iso }}^{1}\right) \\
& +\frac{2 \pi^{2}}{N} \tilde{\Phi}\left(\lambda_{\text {iso }}^{0}, \lambda_{\text {iso }}^{1}\right) \delta\left(x-\lambda_{\text {iso }}^{0}\right) \delta\left(y-\lambda_{\text {iso }}^{1}\right) \tag{40}
\end{align*}
$$

We therefore see that to get the expression for $\Phi\left(\lambda_{\text {iso }}^{0}, y\right)$ we have to compute $\psi(z, \xi)$ and isolate the $1 / N$ correction proportional to $\delta\left(x-\lambda_{\text {iso }}^{0}\right)$ appearing in the formula above. Instead, the term proportional to two $\delta$ peaks will give information on the overlap $\tilde{\Phi}\left(\lambda_{\text {iso }}^{0}, \lambda_{\text {iso }}^{1}\right)$. Notice that even though we are focusing on the case in which one single isolated eigenvalue $\lambda_{\text {iso }} \equiv \lambda_{\text {iso,- }}$ exists, all calculations can be extended straightforwardly to the second isolated eigenvalue, whenever it exists.

The above computations show that the expressions for the various overlaps can be obtained provided that the auxiliary function $\psi$ is computed up to order $1 / N$. In the following sections we give an overview of such computation.

## B. Accounting for the finite-rank perturbations

The matrices $\mathbf{M}^{(0)}, \mathbf{M}^{(1)}$ have a block structure, implying that $\left(z-\mathbf{M}^{(a)}\right)$ can be inverted using Schur matrix inversion lemma, recalled in Appendix A 1. We set $M=N-1$, and introduce, for $a \in\{0,1\}$, the $M \times M$ matrices

$$
\begin{equation*}
\mathbf{A}^{(a)}(z)=\frac{\mathbf{m}^{a}\left[\mathbf{m}^{a}\right]^{T}}{z-m_{N N}^{a}}, \mathbf{m}^{a}=\left(m_{1 N}^{a}, m_{2 N}^{a} \cdots, m_{M N}^{a}\right)^{T} . \tag{41}
\end{equation*}
$$

Let us exploit Schur's matrix inversion lemma. For $i, j \leqslant M$ one has

$$
\begin{equation*}
\left(z-\mathbf{M}^{(a)}\right)_{i j}^{-1}=\left(z-\mathbf{H}-\mathbf{W}^{(a)}-\mathbf{A}^{(a)}(z)\right)_{i j}^{-1} \tag{42}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(z-\mathbf{M}^{(a)}\right)_{i N}^{-1}=-\sum_{k=1}^{N-1} \frac{m_{k N}^{a}}{z-m_{N N}^{a}}\left(z-\mathbf{M}^{(a)}\right)_{i k}^{-1} \tag{43}
\end{equation*}
$$

while the remaining component reads

$$
\begin{align*}
\left(z-\mathbf{M}^{(a)}\right)_{N N}^{-1}= & \left(z-m_{N N}^{a}\right)^{-1} \\
& \times\left\{1+\sum_{k, l=1}^{N-1} \frac{m_{k N}^{a} m_{l N}^{a}}{z-m_{N N}^{a}}\left(z-\mathbf{M}^{(a)}\right)_{k l}^{-1}\right\} \tag{44}
\end{align*}
$$

It is thus convenient to decompose $\psi(z, \xi)$ as $\psi=\psi_{00}+$ $\psi_{0 N}+\psi_{N N}$ with

$$
\begin{align*}
\psi_{00}(z, \xi) & =\mathbb{E}\left[\frac{1}{N} \sum_{i, j=1}^{N-1}\left(z-\mathbf{M}^{(0)}\right)_{i j}^{-1}\left(\xi-\mathbf{M}^{(1)}\right)_{i j}^{-1}\right] \\
\psi_{0 N}(z, \xi) & =\mathbb{E}\left[\frac{2}{N} \sum_{i=1}^{N-1}\left(z-\mathbf{M}^{(0)}\right)_{i N}^{-1}\left(\xi-\mathbf{M}^{(1)}\right)_{i N}^{-1}\right] \\
\psi_{N N}(z, \xi) & =\mathbb{E}\left[\frac{1}{N}\left(z-\mathbf{M}^{(0)}\right)_{N N}^{-1}\left(\xi-\mathbf{M}^{(1)}\right)_{N N}^{-1}\right] \tag{45}
\end{align*}
$$

We make use of the expansion

$$
\begin{equation*}
\frac{1}{z-\mathbf{H}-\mathbf{W}^{(a)}-\mathbf{A}^{(a)}(z)}=\mathbf{G}_{a}(z) \sum_{u=0}^{\infty}\left[\mathbf{A}^{(a)}(z) \mathbf{G}_{a}(z)\right]^{u} \tag{46}
\end{equation*}
$$

where the resolvent operator, defined as

$$
\begin{equation*}
\mathbf{G}_{a}(z):=\left(z-\mathbf{H}-\mathbf{W}^{(a)}\right)^{-1} \quad a \in\{0,1\} \tag{47}
\end{equation*}
$$

does not depend on the components $m_{i N}^{a}$. For simplicity, we first perform the average over the entries $m_{i N}^{a}$ for $i<N$, with $a=0,1$, since they do not appear in the resolvents. As shown in Appendix C 1, the average of this operator expansion can be computed term by term, ${ }^{2}$ and the resummation of the contributions up to order $1 / N$ can be performed explicitly. In particular, calling

$$
\begin{equation*}
f\left(z ; \Delta_{a}, \mu_{a}\right)=\frac{\Delta_{a}^{2}}{z-\mu_{a}-\frac{\Delta_{a}^{2}}{N} \operatorname{Tr} \mathbb{E} \mathbf{G}_{a}(z)}, \quad a \in\{0,1\} \tag{48}
\end{equation*}
$$

we find

$$
\begin{align*}
\psi_{00}(z, \xi)= & \frac{1}{N} \operatorname{Tr} \mathbb{E}\left[\mathbf{G}_{0}(z) \mathbf{G}_{1}(\xi)\right] \\
& +\frac{1}{N}\left(\frac{1}{N} \operatorname{Tr} \mathbb{E}\left[\mathbf{G}_{0}^{2}(z) \mathbf{G}_{1}(\xi)\right]\right) f\left(z ; \Delta_{0}, \mu_{0}\right) \\
& +\frac{1}{N}\left(\frac{1}{N} \operatorname{Tr} \mathbb{E}\left[\mathbf{G}_{0}(z) \mathbf{G}_{1}^{2}(\xi)\right]\right) f\left(\xi ; \Delta_{1}, \mu_{1}\right) \\
& +\frac{1}{N}\left(\frac{\Delta_{h}^{4}}{\Delta_{0}^{2} \Delta_{1}^{2}}\right)\left(\frac{1}{N} \operatorname{Tr} \mathbb{E}\left[\mathbf{G}_{0}(z) \mathbf{G}_{1}(\xi)\right]\right)^{2} \\
& \times f\left(\xi ; \Delta_{1}, \mu_{1}\right) f\left(z ; \Delta_{0}, \mu_{0}\right)+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{49}
\end{align*}
$$

where we recall that $\Delta_{a}^{2}=\Delta_{h}^{2}+\Delta_{w, a}^{2}$. Similarly,

$$
\begin{align*}
\psi_{0 N}(z, \xi)= & \frac{2}{N} \frac{\Delta_{h}^{2}}{\Delta_{0}^{2} \Delta_{1}^{2}} f\left(\xi ; \Delta_{1}, \mu_{1}\right) f\left(z ; \Delta_{0}, \mu_{0}\right) \\
& \times \frac{1}{N} \operatorname{Tr} \mathbb{E}\left[\mathbf{G}_{0}(z) \mathbf{G}_{1}(\xi)\right]+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{50}
\end{align*}
$$

and

$$
\begin{equation*}
\psi_{N N}(z, \xi)=\frac{1}{N} \frac{L_{N N}(z, \xi)}{\left(z-\mu_{0}\right)\left(\xi-\mu_{1}\right)}+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{51}
\end{equation*}
$$

[^2]with
\[

$$
\begin{align*}
L_{N N}(z, \xi)= & 1+f\left(z ; \Delta_{0}, \mu_{0}\right) \frac{1}{N} \operatorname{Tr} \mathbb{E}\left[\mathbf{G}_{0}(z)\right] \\
& +f\left(\xi ; \Delta_{1}, \mu_{1}\right) \frac{1}{N} \operatorname{Tr} \mathbb{E}\left[\mathbf{G}_{1}(\xi)\right] \\
& +f\left(z ; \Delta_{0}, \mu_{0}\right) f\left(\xi ; \Delta_{1}, \mu_{1}\right) \frac{1}{N^{2}} \\
& \times \operatorname{Tr} \mathbb{E}\left[\mathbf{G}_{0}(z)\right] \operatorname{Tr} \mathbb{E}\left[\mathbf{G}_{1}(\xi)\right] . \tag{52}
\end{align*}
$$
\]

We introduce the deterministic matrices

$$
\begin{equation*}
\boldsymbol{\Pi}_{k, m}:=\mathbb{E}\left[\mathbf{G}_{0}(z)^{k+1} \mathbf{G}_{1}(\xi)^{m+1}\right] \tag{53}
\end{equation*}
$$

for $m, k$ nonnegative integers. It appears from the above expressions that to obtain explicit formulas for $\psi(z, \xi)$, one needs to compute the leading-order contributions to the quantities $\Pi_{1,1}, \Pi_{1,2}$, and $\Pi_{2,1}$.

In Appendix B we compute Eq. (53) for general values of $k, m$, to order $1 / N$. In the following subsection we report the resulting expression, which is of its own interest and, to the best of our knowledge, not given in previous literature. Given this general result, we can obtain the explicit form of $\Pi_{1,1}$, $\Pi_{1,2}$, and $\Pi_{2,1}$, and thus get explicit formulas for Eqs. (49), (50), and (51) and therefore for $\psi$, see Appendix C 2. The expression for $\psi$ can then be plugged inside Eq. (40), and from there one could extract the formulas for the various overlaps. These final steps are exposed in detail in Appendix D. We remark that the fact that we can compute Eq. (53) to order $1 / N$ also allows us to determine the $1 / N$ corrections to the overlap (33), which we also present below.

## C. Multiresolvents products and finite-size corrections to $\Phi\left(\lambda^{0}, \lambda^{1}\right)$

In this subsection we present the formula for the expected matrix (53) to order $1 / N$ and also summarize our results for the $1 / N$ corrections to the bulk-bulk overlap, whose leadingorder expression is Eq. (33). As we prove in Appendix B 1 we have that

$$
\begin{equation*}
\boldsymbol{\Pi}_{k, m}=\frac{(-1)^{k+m}}{k!m!} \frac{\partial^{k}}{\partial z^{k}} \frac{\partial^{m}}{\partial \xi^{m}} \mathbb{E}\left[\mathbf{G}_{0}(z) \mathbf{G}_{1}(\xi)\right] \tag{54}
\end{equation*}
$$

To leading order in $N$, the matrix $\mathbb{E}\left[\mathbf{G}_{0}(z) \mathbf{G}_{1}(\xi)\right]$ converges to a diagonal one with components given by Eq. (35) [29,38]. There are two types of $1 / N$ corrections that contribute to the next order: The first ones come from the fact that our GOE blocks $\mathbf{H}+\mathbf{W}^{(a)}$ have size $N-1 \times N-1$ but have variances rescaled with $N$; the other contributions are those normally arising even for GOE matrices of size $N \times N$. To distinguish such contributions we introduced a parameter $u$, in such a way that plugging $u=0$ gives only the second type of contributions, while using $u=1$ takes both of them into account. The analysis of the second type of contributions is already found in Ref. [39], in the standard case of $N \times N$ GOE matrices, where however $\mathbf{H}$ is fixed and not random as in our case. The additional computations are carried out in Appendix B, where we took the results in Ref. [39], averaged over $\mathbf{H}$ and added the first type of contributions, multiplied by $u$. As a result we
find

$$
\begin{equation*}
\mathbb{E}\left[\mathbf{G}_{0}(z) \mathbf{G}_{1}(\xi)\right]=\Psi(z, \xi)+\frac{\bar{\Psi}^{(1)}(z, \xi)}{N}+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{55}
\end{equation*}
$$

with

$$
\begin{align*}
\bar{\Psi}^{(1)}(z, \xi)= & \bar{\Lambda}(z, \xi)+\alpha(z) \partial_{z} \Psi(z, \xi)+\alpha(\xi) \partial_{\xi} \Psi(z, \xi) \\
& +\beta(z) \partial_{z}^{2} \Psi(z, \xi)+\beta(\xi) \partial_{\xi}^{2} \Psi(z, \xi) \tag{56}
\end{align*}
$$

where

$$
\begin{align*}
\alpha(z)= & \frac{\sigma_{W}^{4}}{2} \frac{\mathfrak{g}_{\sigma}^{\prime \prime}(z)}{\left[1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)\right]^{2}}-\frac{\sigma_{W}^{2}}{1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)} \\
& \times \frac{\mathfrak{g}_{\sigma}(z)}{1-\sigma^{2} \mathfrak{g}_{\sigma}(z)}\left(\frac{\sigma^{2} \mathfrak{g}_{\sigma}^{2}(z)}{1-\sigma^{2} \mathfrak{g}_{\sigma}^{2}(z)}-u\right), \\
\beta(z) & =\frac{\sigma_{W}^{2}}{2\left(1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)\right)} \tag{57}
\end{align*}
$$

and

$$
\begin{align*}
\bar{\Lambda}(z, \xi)= & \frac{1}{\xi-z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(\xi)+\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)}\left(\frac{\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(z)}{\left[1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(z)\right]^{2}}\right. \\
& \left.-\frac{u \sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(z)}{1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(z)}-\frac{\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(\xi)}{\left[1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(\xi)\right]^{2}}+\frac{u \sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(\xi)}{1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(\xi)}\right) \tag{58}
\end{align*}
$$

Equation (54) then implies that to order $1 / N$,

$$
\begin{equation*}
\boldsymbol{\Pi}_{k, m}=\frac{(-1)^{k+m}}{k!m!} \frac{\partial^{k}}{\partial z^{k}} \frac{\partial^{m}}{\partial \xi^{m}}\left[\Psi(z, \xi)+\frac{\bar{\Psi}^{(1)}(z, \xi)}{N}\right] \tag{59}
\end{equation*}
$$

We now come to the $1 / N$ corrections to Eq. (33). As we see from Eq. (40), and from the terms that make up $\psi$, i.e., Eqs. (49), (50), and (51), the only term that will give us contributions to the $1 / N$ corrections of $\Phi\left(\lambda^{0}, \lambda^{1}\right)$ is $N^{-1} \operatorname{Tr} \mathbb{E}\left[\mathbf{G}_{0}(z) \mathbf{G}_{1}(\xi)\right]$. Then, the finite-size contributions at order $1 / N$ of $\Phi\left(\lambda^{0}, \lambda^{1}\right)$, which we denote as $\Phi^{(1)}\left(\lambda^{0}, \lambda^{1}\right)$, can be found as

$$
\begin{align*}
& \Phi^{(1)}\left(\lambda^{0}, \lambda^{1}\right)= \frac{1}{2 \pi^{2} \rho_{\sigma}\left(\lambda^{0}\right) \rho_{\sigma}\left(\lambda^{1}\right)} \lim _{\eta \rightarrow 0} \operatorname{Re}\left[\Psi ^ { ( 1 ) } \left(\lambda^{0}-i \eta,\right.\right. \\
&\left.\left.\lambda^{1}+i \eta\right)-\Psi^{(1)}\left(\lambda^{0}-i \eta, \lambda^{1}-i \eta\right)\right] \tag{60}
\end{align*}
$$

where $\Psi^{(1)}(z, \xi):=\bar{\Psi}^{(1)}(z, \xi)-u \Psi(z, \xi)$. The resulting expressions are rather long and cumbersome, and we do not report them for brevity. We nevertheless verified their exactitude by comparing with numerical simulations; see Fig. 5.

## V. TWO SPECIAL CASES

## A. Repeated signal versus noise measurements with coupled noise: Correlations of the estimators

We consider in this section the case of a purely additive rank-1 perturbations to the GOE matrices. In our setting, this corresponds to choosing $\Delta_{h}=v_{h}=\sigma_{H}$ and $\Delta_{w, a}=v_{w, a}=$ $\sigma_{W}$ for both $a=0,1$. This setting has a clear interpretation as a denoising problem: The perturbed matrices (10) can in fact


FIG. 5. (Top) $1 / N$ corrections to the bulk-bulk overlap $\Phi(x, y)$; see Eq. (33). The plot corresponds to $x=0$ (center of the spectrum of the first matrix) and $y$ ranging through the bulk of the spectrum of the second matrix. The numerical points are obtained by diagonalizing pairs of random matrices of size $N=60$. The parameters are $\sigma_{H}=18, \sigma_{W}=6, \Delta_{h}=\sigma_{H}, \Delta_{w, 0}=\Delta_{w, 1}=\sigma_{W}, \mu_{0}=\mu_{1}=0$, and $v_{0}=v_{1}=0$. (Bottom) Respective comparison between the leadingorder term of the overlap $\phi(y):=\Phi(0, y)$ (higher blue curve), and the same quantity including the subleading $1 / N$ corrections (lower orange curve).
be written in this case as

$$
\begin{equation*}
\mathbf{M}^{(a)}=\mathbf{X}^{(a)}+\mu_{a} \mathbf{e}_{N} \mathbf{e}_{N}^{T} \tag{61}
\end{equation*}
$$

where $\mathbf{X}^{(a)}$ are $N \times N$ GOE matrices with variance $\sigma^{2}$ identified with noise, while the rank-1 projector onto the unit vector $\mathbf{e}_{N}$ is identified with the signal ( $\mu_{a} / \sigma$ being referred to as the signal-to-noise ratio). Let us consider only one element of the pair and drop the superscript $a$. In the context of denoising, the relevant question is whether (for which values of $\mu$ ) having access only to the matrix $\mathbf{M}$ and assuming that the unit vector $\mathbf{e}_{N}$ is unknown, one is able to recover some information on the signal $\mathbf{e}_{N}$, i.e., on the direction it identifies on the $N$-dimensional unit sphere. In the limit of large $N$, this problem is known to exhibit a sharp transition at a critical
value $\mu_{c}$ : Detecting the presence of the signal is possible only for $|\mu| \geqslant \mu_{c}$ [40]. Moreover, in the case of dense Gaussian matrices perturbed as Eq. (61) $\mu_{c}$ coincides exactly with the critical $\mu$ at which the matrices exhibit the BBP spectral transition, i.e., $\mu_{c}=\sigma$ : For $|\mu|<\mu_{c}$ the eigenvalue of the matrices are distributed with a continuous density (given by the semicircle law) supported in the finite interval $[-2 \sigma, 2 \sigma]$, while for $|\mu|>\mu_{c}$ the isolated eigenvalue exists. This spectral criterion is often referred to as matrix PCA. For $|\mu|>\mu_{c}$, the eigenvector $\mathbf{u}_{\text {iso }}$ associated to the isolated eigenvalue is a statistical estimator of the signal $\mathbf{e}_{N}$ : Its overlap $\left(\mathbf{u}_{\text {iso }} \cdot \mathbf{e}_{N}\right)^{2}$ with the signal remains of $\mathcal{O}(1)$ when $N \rightarrow \infty$ [its typical value is given in Eq. (29)], and thus $\mathbf{u}_{\text {iso }}$ provides some information on the position of the signal on the $N$-dimensional sphere. This information becomes exact in the limit $\mu \rightarrow \infty$, when the overlap converges to one and the signal can be exactly recovered.

Consider now the case in which pairs of matrices $\mathbf{M}^{(a)}$ of the form (61) are given, which differ from each other only by the fluctuations in the noisy component $\mathbf{X}^{(a)}$ (thus $\mu_{0}=$ $\mu=\mu_{1}$ ), the noise being correlated as described in Sec. II A. Such pairs may correspond to measurements performed at different times between which the noise has changed partially, without decorrelating completely with the previous configuration. At both times the estimator of the signal is given by the eigenvector $\mathbf{u}_{\text {iso }}^{a}$ associated to the isolated eigenvalue of the spiked matrix. The correlation in the noisy components of the matrices implies that estimators $\mathbf{u}_{\text {iso }}^{a}$ will have a nontrivial overlap with each other, which corresponds to $\tilde{\Phi}\left(\lambda_{\text {iso }}^{0}, \lambda_{\text {iso }}^{1}\right)$. This function then quantifies the typical similarity between the estimators $\mathbf{u}_{\text {iso }}^{a}$ of the signal, obtained from different measurements of the signal corrupted by correlated noise.

For a purely additive rank-1 perturbation the isolated eigenvalue reads $\lambda_{\text {iso }}=\mu+\sigma^{2} \mu^{-1}$, and $\mathfrak{q}_{\sigma, \Delta}\left(\lambda_{\text {iso }}, \mu\right)=1-$ $\sigma^{2} \mu^{-2}$. The overlap (36) in this particular limit reduces to

$$
\begin{equation*}
\tilde{\Phi}_{\mathrm{PCA}}\left(\lambda_{\mathrm{iso}}, \lambda_{\text {iso }}\right)=\left(1-\frac{\sigma^{2}}{\mu^{2}}\right)^{2}\left[\sigma_{H}^{2} \omega\left(\lambda_{\text {iso }}\right)+1\right]^{2} \tag{62}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega(z):=\lim _{z \rightarrow \xi} \Psi(z, \xi)=\frac{\mathfrak{g}_{\sigma}(z)}{z+\left(\sigma_{W}^{2}-2 \sigma^{2}\right) \mathfrak{g}_{\sigma}(z)} . \tag{63}
\end{equation*}
$$

In Fig. 6 we compare this expression with the overlaps obtained from the direct diagonalization of the random matrices, for different values of $\sigma_{W}$. As expected, at fixed $\sigma_{H}$ the overlap is equal to one in the case of fully correlated noise $\left(\sigma_{W}=0\right)$, and decreases monotonically with the strength $\sigma_{W}$ of the uncorrelated part of the noise. At fixed $\sigma_{W}$, the overlap also decreases with increasing $\sigma_{H}$, as the relative contribution of the noise $\sigma=\left(\sigma_{W}^{2}+\sigma_{H}^{2}\right)^{1 / 2}$ with respect to the signal $\mu$ increases. For $\sigma_{H}=0$, the noise in the two sets of measurements is uncorrelated and the overlap converges to the square of Eq. (29). As discussed in Sec. III, this corresponds to the fact that the estimators $\mathbf{u}_{\text {iso }}^{a}$ are orthogonal in the subspace orthogonal to the signal direction $\mathbf{e}_{N}$.


FIG. 6. Overlap of the eigenvectors associated to the isolated eigenvalues of matrices subject to purely additive perturbations ( $\Delta_{h}=\sigma_{H}, \Delta_{w, 0}=\Delta_{w, 1}=\sigma_{W}$ ) with $\mu=\mu_{0}=\mu_{1}$. The points are obtained from direct diagonalization of matrices of size $N=600 \mathrm{av}$ eraged over 1500 realization, while the continuous curves correspond to Eq. (62). As for Fig. 1 we set $v_{0}=v_{1}=0$ given that the final results do not depend on them, to leading orders. (Top) Overlap as a function of $\sigma_{H}$, for various $\sigma_{W}$ and $\mu_{0}=\mu_{1}=13$. Higher curves correspond to lower $\sigma_{W}$. (Bottom) Overlap as a function of $\mu$, for various $\sigma_{W}$ (from left to right the curves have lower $\sigma_{W}$ ) and $\sigma_{H}=5$.

## B. Hessians of random landscapes: Correlations in the landscape curvature

The analysis presented in this work is motivated by the study of the geometrical properties of high-dimensional random landscapes with Gaussian statistics. Random functions defined in high-dimensional configuration space emerge in a variety of contexts. A prototypical example is given by functions $\mathcal{E}[\mathbf{s}]$ parametrized as

$$
\begin{equation*}
\mathcal{E}[\mathbf{s}]=\sqrt{\frac{D p!}{2}} \sum_{i_{1}<i_{2} \cdots<i_{p}} a_{i_{1} i_{2} \cdots i_{p}} s_{i_{1}} s_{i_{2}} \cdots s_{i_{p}} \tag{64}
\end{equation*}
$$

where $\mathbf{s}=\left(s_{1}, \cdots, s_{D}\right)$ belongs to a manifold with a simple topology, such as the unit sphere $\left(\sum_{i=1}^{D} s_{i}^{2}=1\right)$. In the simplest case, the coefficients $a_{i_{1} i_{2} \cdots i_{p}}$ are chosen to be
independent, centered Gaussian variables with unit variance. The value of the landscape at different configurations $\mathbf{s}_{0}, \mathbf{s}_{1}$ is correlated as

$$
\begin{equation*}
\mathbb{E}\left[\mathcal{E}\left[\mathbf{s}_{0}\right] \mathcal{E}\left[\mathbf{s}_{1}\right]\right]=\frac{D}{2}\left(\mathbf{s}_{0} \cdot \mathbf{s}_{1}\right)^{p} . \tag{65}
\end{equation*}
$$

For $p \geqslant 3$, typical realizations of this random landscape exhibit an exponentially large (in $D$ ) number of minima, maxima, and saddles, which are stationary points where the landscape is locally flat [where the gradient of Eq. (64) vanishes]; the landscape is therefore highly nonconvex, or glassy. Characterizing the distribution of stationary points in highdimensional random landscapes is relevant to understand how these landscapes are explored by local optimization algorithms. For models of the form (64), the large- $D$ scaling of the typical number of stationary points at fixed energy density $\epsilon=\lim _{D \rightarrow \infty} D^{-1} \mathcal{E}$ has been determined in the early works [41-43], and the resulting expressions are by now known with a mathematical level of rigor [44]. Subsequent works [30,45] have investigated the distribution of pairs of stationary configurations $\mathbf{s}_{0}, \mathbf{s}_{1}$ as a function of their similarity or overlap,

$$
\begin{equation*}
q=\lim _{D \rightarrow \infty} \mathbf{s}_{0} \cdot \mathbf{s}_{1} . \tag{66}
\end{equation*}
$$

Interesting questions concerning the correlation between such stationary points are however still open. In particular, one may be interested in understanding how the curvature of the random landscape in the surroundings of its stationary points (which encodes for their linear stability) is correlated, as a function of the energy density of the points and of their proximity $q$ in configuration space. This piece of information turns out to be crucial to characterize profiles of the random landscape along paths interpolating between different local minima, or more generally different configurations of the system. We discuss in detail this application in a forthcoming work, and here limit ourselves to commenting on the connections to the random matrix problem discussed here.

One usually studies $h[\mathbf{s}]:=\sqrt{2 / D} \mathcal{E}[\mathbf{s}]$. The local curvature of $h[\mathbf{s}]$ around a configuration $\mathbf{s}$ is described by the Riemann Hessian matrix $\mathcal{H}[\mathbf{s}]$ of the landscape, which is a random matrix whose statistics depends on the constraints imposed on the configuration $\mathbf{s}$-for example, the constraint of being a stationary point having a given energy density. Due to the spherical constraint defining the space of configurations, the Hessians matrices at different points $\mathbf{s}$ are defined on different s-dependent subspaces of dimension $(D-1)$, which are the ( $D-1$ )-dimensional tangent planes to the sphere at the configurations s. It can be shown that pairs of Hessian matrices at two stationary points $\mathbf{s}_{0}, \mathbf{s}_{1}$ have statistical properties strongly related to those of the matrices considered in this work. More precisely, consider two stationary points $\mathbf{s}_{0}, \mathbf{s}_{1}$ at overlap $q$ and having energy densities $\epsilon_{0}, \epsilon_{1}$. Let $\tau\left[\mathbf{s}_{a}\right]$ denote the tangent plane associated to each stationary point. One can choose a suitable orthonormal basis in each tangent plane, with respect to which the rescaled Hessians can be written as

$$
\begin{equation*}
\frac{1}{\sqrt{D-1}} \mathcal{H}\left[\mathbf{s}_{a}\right]=\mathbf{M}^{(a)}-\sqrt{\frac{2 D}{D-1}} p \epsilon_{a} \mathbb{1}, \tag{67}
\end{equation*}
$$

where the $\mathbf{M}^{(a)}$ are $(D-1) \times(D-1)$ matrices of the form (1), while $\mathbb{1}$ is the identity matrix. We set $N=D-1$. To have such a representation, the basis of the tangent plane $\tau\left[\mathbf{s}_{0}\right]$ has
to be chosen in such a way that one vector, say $\mathbf{e}_{D-1}\left[\mathbf{s}_{0}\right]$, is aligned along the direction connecting the two configurations:

$$
\begin{equation*}
\mathbf{e}_{D-1}\left[\mathbf{s}_{0}\right]=\frac{1}{\sqrt{1-q^{2}}}\left(\mathbf{s}_{1}-q \mathbf{s}_{0}\right) \tag{68}
\end{equation*}
$$

while all other vectors $\mathbf{e}_{i=1, \ldots, D-2}$ span the subspace that is orthogonal to both $\mathbf{s}_{0}, \mathbf{s}_{1}$. Similarly, the basis of $\tau\left[\mathbf{s}_{1}\right]$ is chosen in such a way that the first $D-2$ vectors coincide with the $\mathbf{e}_{i=1, \ldots, D-2}$ chosen above, while

$$
\begin{equation*}
\mathbf{e}_{D-1}\left[\mathbf{s}_{1}\right]=\frac{1}{\sqrt{1-q^{2}}}\left(\mathbf{s}_{0}-q \mathbf{s}_{1}\right) \tag{69}
\end{equation*}
$$

When expressed in the corresponding basis, each matrix $\mathbf{M}^{(a)}$ is made of a $(D-2) \times(D-2)$ dimensional block that has a GOE-like statistics (invariant under rotation of the basis in the corresponding subspace), and of a row and column that are special. The special lines are associated to the basis vectors $\mathbf{e}_{D-1}\left[\mathbf{s}_{a}\right]$, which are aligned along the direction connecting the two stationary points in configuration space. This block structure is a consequence of the fact that the statistics of the landscape, encoded in the correlation function (65), is isotropic; if no constraint was imposed on the $\mathbf{s}_{a}$, then the statistics of the Hessians would be fully rotational invariant. The constraint of the overlap breaks such an invariance as it singles out one special direction (the one connecting the two configurations), along which the statistics is perturbed.

We now discuss how the correlations of the entries of the $\mathbf{M}^{(a)}$ depend on the parameter $p$ characterizing the structure of the random landscape, as well as on the parameters $q, \epsilon_{a}$ with $a=0,1$ defining the properties of the stationary points. This has been determined explicitly in Refs. [32,33] (see also Lemma 13 in Ref. [30]). In the notation of Sec. II, one finds

$$
\begin{equation*}
\sigma_{H}^{2}=p(p-1) q^{p-2}, \quad \sigma_{W}^{2}=p(p-1)\left[1-q^{p-2}\right] \tag{70}
\end{equation*}
$$

which fully specify the statistics of the GOE blocks. The statistics of the special row and column is described by the parameters $\Delta_{0}, \Delta_{1}, \Delta_{h}, \Delta_{\omega, a}, v_{h}, v_{\omega}$, and $\mu_{a}$. Since nothing in the above calculation depends explicitly on $v_{h}, v_{w}$, we can neglect the corresponding expressions. One finds

$$
\begin{align*}
& \Delta_{0}^{1}=\Delta_{1}^{2}=p(p-1)\left[1-\frac{(p-1)\left(1-q^{2}\right) q^{2 p-4}}{1-q^{2 p-2}}\right] \\
& \Delta_{h}^{2}=p(p-1) q^{p-3}\left[(p-2)-(p-1) q^{2} \frac{1-q^{2 p-4}}{1-q^{2 p-2}}\right] \\
& \Delta_{w}^{2}=p(p-1)\left[\frac{q^{2 p}+(p-2)\left(1-q^{2}\right) q^{p+1}-q^{4}}{q^{3}\left(q^{p}-q\right)}\right] \tag{71}
\end{align*}
$$

The fluctuations of the elements $m_{i N}^{a}$ for $i<N=D-1$ are thus determined uniquely by $p$ and by the overlap $q$. However, the dependence on the energies $\epsilon_{a}$ enters in the averages $\mu_{a}$. We have
$\mu_{0}=\frac{\sqrt{2}(p-1) p\left(1-q^{2}\right)\left(a_{0}(q) \epsilon_{1}-a_{1}(q) \epsilon_{0}\right)}{q^{6-p}+q^{3 p+2}-q^{p+2}\left((p-1)^{2}\left(q^{4}+1\right)-2(p-2) p q^{2}\right)}$,


FIG. 7. Profile of $\Phi\left(\lambda_{\text {iso }}^{0}, y\right)$ for Hessian matrices at two stationary points of the landscape (64), with $\epsilon_{0}=-1.167, q=0.72$. Higher peaks correspond to lower values of $\epsilon_{1}$. (Inset) $\Phi\left(\lambda_{\text {iso }}^{0}, y\right)$ for $q=0.67$ and smaller values of $\epsilon_{1}$.
with

$$
\begin{align*}
& a_{1}(q)=q^{3 p}+q^{p+2}\left(p-2-(p-1) q^{2}\right) \\
& a_{0}(q)=q^{4}+q^{2 p}\left(1-p+(p-2) q^{2}\right) \tag{73}
\end{align*}
$$

and
$\mu_{1}=\frac{\sqrt{2}(p-1) p\left(1-q^{2}\right)\left(a_{0}(q) \epsilon_{0}-a_{1}(q) \epsilon_{0}\right)}{q^{6-p}+q^{3 p+2}-q^{p+2}\left((p-1)^{2}\left(q^{4}+1\right)-2(p-2) p q^{2}\right)}$.

We observe that these formulas describe the fluctuation of the entries of the two Hessians expressed in different bases, differing by the last vector $\mathbf{e}_{D-1}\left[\mathbf{s}^{a}\right]$. The derivation of the overlap formula given above assumes however that both matrices are expressed in the same basis. It follows that when applied to this Hessian problem, $\Phi(x, y)$ gives the square of the overlap between eigenvectors shifted by a quantity (related to the components of the eigenvectors along the directions $\left.\mathbf{e}_{D-1}\left[\mathbf{s}^{a}\right]\right)$, as we discuss in more detail in Appendix E. In Fig. 7 we show the quantity $\Phi\left(\lambda_{\text {iso }}^{0}, y\right)$, which is related to the overlap between the isolated eigenvector of $\mathbf{M}^{(0)}$ and the eigenvectors associated to eigenvalues in the bulk of $\mathbf{M}^{(1)}$. The plots are given for $p=3$ and for fixed overlap $q$ and energy density $\epsilon_{0}$ of the first stationary point. For the chosen values of $\epsilon_{1}$, the Hessian (67) at $\mathbf{s}_{0}$ has a single negative mode given by the isolated eigenvalue, while the Hessian at $\mathbf{s}_{1}$ has either an extensive number of negative modes (main panel) or no negative modes (inset). As the energy density $\epsilon_{1}$ of the second stationary point decreases (getting closer to $\epsilon_{0}$ ), the peak in the overlap shifts toward the lower edge of the support of the eigenvalue density of $\mathbf{M}^{(1)}$, indicating that the direction of the isolated mode of one Hessian becomes progressively more correlated with the smallest modes of the other Hessian.

## VI. CONCLUSION

We have considered pairs of correlated GOE matrices deformed with additive and multiplicative rank-1 perturbations, giving rise to outliers eigenvectors in their spectrum. We have determined the explicit expression of the overlap between the eigenvectors of the two matrices: In particular, we have derived expressions for the overlaps between the outlier eigenvector of one matrix and arbitrary eigenvectors (bulk or outliers) of the other matrix; see Eqs. (36) and (37). Moreover, we have generalized the results of Ref. [28] by computing the subleading corrections to the overlap between eigenvectors belonging to the bulk of the two matrices. Our analysis includes the special case of correlated GOE matrices perturbed by an additive signal term, a case widely studied in the literature and often referred to as matrix PCA. We have shown how in this case the overlap between the estimators of the signal takes a particularly simple form, see Eq. 62, and quantifies the correlation between estimators obtained from different sets of measurements with correlated noise. As an intermediate result, we have determined the finite-size corrections to the expectation of the product of resolvents of correlated GOE matrices, see Eqs. (54) and (55), generalizing known results for the leading-order term [38].

We remark that similar questions concerning overlaps between outliers have been considered in previous literature for a rather broad class of covariance matrices. In particular, the overlaps between the eigenvectors of population (averaged) covariance matrices and those of sample covariance matrices have been discussed in Refs. [15,27], and cases involving outliers eigenvectors are discussed in Refs. [46,47]. For pairs of sample covariance matrices, the problem is discussed in Ref. [28]. However, we are not aware of results involving the overlap between outliers of pairs of correlated, spiked covariance matrices, so this remains a direction for future work. The extension of our results to the case of complex matrices with Gaussian unitary ensemble statistics can be performed rather straightforwardly following the same steps presented in this work, and we also leave it to future work.

The matrix ensembles considered in this work describe the statistical properties of the curvature of high-dimensional, Gaussian random landscapes. The overlap between eigenvectors computed in this work give the correlations between the eigenvectors of the Hessian matrices describing the landscape curvature; therefore, our result allows us to determine, for instance, how the softest modes at two nearby stationary points of the landscapes are oriented with respect to each other. This piece of information is relevant to determine, for example, energy profiles along paths interpolating between minima and saddles in the high-dimensional configuration space. This is the subject of ongoing work.
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## APPENDIX A: SPECTRAL PROPERTIES OF THE PERTURBED RANDOM MATRIX ENSEMBLE

In this Appendix we discuss the spectral properties of random matrices with the statistics given in Eq. (1). In particular, we derive their averaged spectral measure and determine the conditions on our parameters (i.e., $\sigma, \Delta, \mu$ ) that guarantee the existence of isolated eigenvalue(s). We remark that in the present section we are interested in properties of a single matrix of the form (1), averaged over the ensemble. More precisely, this means that we consider an $N \times N$ random matrix of the form

$$
\mathbf{M}=\left(\begin{array}{cccc} 
& & & m_{1 N} \\
& \mathbf{B} & & \vdots \\
& & & m_{N-1 N} \\
m_{1 N} & \ldots & m_{N-1 N} & m_{N N}
\end{array}\right),
$$

with $\mathbf{B}$ an $N-1 \times N-1$ GOE matrix of variance $\sigma^{2}$, and $m_{i, N} \sim \mathcal{N}\left(0, \Delta^{2} / N\right)$, for $i=1, \ldots, N-1$, with $m_{N N} \sim$ $\mathcal{N}\left(\mu, v^{2} / N\right)$. Given that the quantities we discuss in the following are independent of the particular choice of $v$ (to the order in $N$ that we are interested in), we set $v=0$ from the start.

## 1. Perturbed matrix ensemble: Stieltjes transform

Given a matrix with spectral measure $v(u)$ (which may contain a continuous and a discrete part), we denote with $\mathfrak{g}(z)$ the Stieltjes transform:

$$
\begin{equation*}
\mathfrak{g}(z)=\int \frac{d \nu(u)}{z-u} \tag{A1}
\end{equation*}
$$

This function has singularities on the real line at points belonging to the spectrum of the matrix: A branch cut in correspondence to the continuous part of the eigenvalue density, and poles wherever isolated eigenvalues exist. For GOE matrices $\mathbf{M}_{\mathrm{GOE}}$ with variance $\sigma$, the transform (A1) depends only on $\sigma$ and reads [48]:

$$
\begin{equation*}
\mathfrak{g}_{\sigma}(z)=\frac{z-\operatorname{sgn}(\Re z) \sqrt{z^{2}-4 \sigma^{2}}}{2 \sigma^{2}}, \quad z \notin[-2 \sigma, 2 \sigma], \tag{A2}
\end{equation*}
$$

where the sign in front of the square root is chosen to guarantee that $\mathfrak{g}_{\sigma}(z) \rightarrow 0$ when $|z| \rightarrow \infty$. This formula coincides with Eq. (17) when $z$ is taken to be real. To find the average spectral measure $\nu_{N}(x)$ of the $N \times N$ matrix $\mathbf{M}$, we exploit the inversion of Eq. (A1):

$$
\begin{equation*}
v_{N}(x)=\frac{1}{\pi} \lim _{\eta \rightarrow 0^{+}} \operatorname{Im}[\mathfrak{g}(x-i \eta)] \tag{A3}
\end{equation*}
$$

where we can write Eq. (A1) also as

$$
\begin{align*}
\mathfrak{g}(z) & =\frac{1}{N} \mathbb{E}\left[\operatorname{Tr}(z-\mathbf{M})^{-1}\right] \\
& =\frac{1}{N} \mathbb{E}\left[\sum_{i=1}^{N-1}(z-\mathbf{M})_{i i}^{-1}+(z-\mathbf{M})_{N N}^{-1}\right] \tag{A4}
\end{align*}
$$

Given the block structure of the matrix $\mathbf{M}$, the components of the resolvent matrix can be obtained making use of the
matrix inversion lemma:

$$
\left[\begin{array}{ll}
\mathbf{A} & \mathbf{B}  \tag{A5}\\
\mathbf{C} & \mathbf{D}
\end{array}\right]^{-1}=\left[\begin{array}{cc}
\left(\mathbf{A}-\mathbf{B D}^{-1} \mathbf{C}\right)^{-1} & -\left(\mathbf{A}-\mathbf{B D}^{-1} \mathbf{C}\right)^{-1} \mathbf{B D}^{-1} \\
-\mathbf{D}^{-1} \mathbf{C}\left(\mathbf{A}-\mathbf{B D}^{-1} \mathbf{C}\right)^{-1} & \mathbf{D}^{-1}+\mathbf{D}^{-1} \mathbf{C}\left(\mathbf{A}-\mathbf{B D}^{-1} \mathbf{C}\right)^{-1} \mathbf{B D}^{-1}
\end{array}\right]
$$

By using the formulas (42) and (44) in the main text and by averaging first over the components $m_{i N}$ for $i<N$ (see also the subsequent Appendices), we obtain

$$
\begin{equation*}
\mathbb{E}\left[\sum_{i=1}^{N-1}(z-\mathbf{M})_{i i}^{-1}\right]=\mathbb{E}\left[\sum_{i=1}^{N-1}(z-\mathbf{H}-\mathbf{W})_{i i}^{-1}+\frac{1}{N} \sum_{i=1}^{N-1}(z-\mathbf{H}-\mathbf{W})_{i i}^{-2} \frac{\Delta^{2}}{z-\mu-\Delta^{2} \frac{1}{N} \operatorname{Tr}\left(\frac{1}{z-\mathbf{H}-\mathbf{W}}\right)}\right]+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{A6}
\end{equation*}
$$

At first, notice that to leading order in $N$, we have

$$
\begin{equation*}
\frac{1}{N} \mathbb{E}\left[\frac{1}{N} \sum_{i=1}^{N-1}(z-\mathbf{H}-\mathbf{W})_{i i}^{-2} \frac{\Delta^{2}}{z-\mu-\Delta^{2} \frac{1}{N} \operatorname{Tr}\left(\frac{1}{z-\mathbf{H}-\mathbf{W}}\right)}\right]=-\frac{1}{N} \frac{\Delta^{2}}{z-\mu-\Delta^{2} \mathfrak{g}_{\sigma}(z)} \partial_{z} \mathfrak{g}_{\sigma}(z)+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{A7}
\end{equation*}
$$

where $\mathfrak{g}_{\sigma}(z)$ is the transform of the GOE matrix $\mathbf{H}+\mathbf{W}$, and we made use of the identity:

$$
\begin{equation*}
\frac{1}{N} \mathbb{E}\left[\sum_{i=1}^{N-1}(z-\mathbf{H}-\mathbf{W})_{i i}^{-2}\right]=-\partial_{z} \frac{1}{N} \mathbb{E}\left[\sum_{i=1}^{N-1}(z-\mathbf{H}-\mathbf{W})_{i i}^{-1}\right]=-\partial_{z} \mathfrak{g}_{\sigma}(z)+\mathcal{O}\left(\frac{1}{N}\right) \tag{A8}
\end{equation*}
$$

We now focus on the first term in the right-hand side of Eq. (A6). To leading order, this term is $\mathfrak{g}_{\sigma}(z)$. Two types of $1 / N$ corrections contribute to this term: One coming from the fact that the sum is only over $N-1$ (and not $N$ ) matrix elements, and one coming from the $1 / N$ corrections of GOE resolvents already determined in Ref. [39]. To distinguish between these terms, we multiply the first set of corrections by a factor $u$ and eventually take $u \rightarrow 1$ at the end of the calculation. Adapting the derivation of Ref. [39] to the perturbed case we obtain

$$
\begin{equation*}
\frac{1}{N} \mathbb{E}\left[\sum_{i=1}^{N-1}(z-\mathbf{H}-\mathbf{W})_{i i}^{-1}\right]=\mathfrak{g}_{\sigma}(z)+\frac{1}{N}\left[\frac{z-\sqrt{z^{2}-4 \sigma^{2}}}{2\left[z^{2}-4 \sigma^{2}\right]}-\frac{u \sigma^{2} \mathfrak{g}_{\sigma}^{3}(z)}{1-\sigma^{2} \mathfrak{g}_{\sigma}^{2}(z)}-u \mathfrak{g}_{\sigma}(z)\right]+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{A9}
\end{equation*}
$$

In here, the first contribution to the $1 / N$ corrections is the one determined in Ref. [39]; the first term proportional to $u$ arises from the fact that we are considering matrices of size $N-1$ with variances normalized by a factor $N$, while the second term proportional to $u$ is due to the fact that we are normalizing by $N$ the sum over $N-1$ components. Proceeding as above we also find

$$
\begin{equation*}
\frac{1}{N} \mathbb{E}\left[(z-\mathbf{M})_{N N}^{-1}\right]=\frac{1}{N} \frac{\Delta^{2}}{z-\mu-\Delta^{2} \mathfrak{g}_{\sigma}(z)} \frac{\mathfrak{g}_{\sigma}(z)}{z-\mu}+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{A10}
\end{equation*}
$$

and combining everything we finally obtain

$$
\begin{equation*}
\mathfrak{g}(z)=\mathfrak{g}_{\sigma}(z)+\frac{1}{N}\left[\frac{z-\sqrt{z^{2}-4 \sigma^{2}}}{2\left[z^{2}-4 \sigma^{2}\right]}-\frac{u}{\sqrt{z^{2}-4 \sigma^{2}}}\right]+\frac{1}{N} \frac{\Delta^{2}}{z-\mu-\Delta^{2} \mathfrak{g}_{\sigma}(z)}\left[\frac{\mathfrak{g}_{\sigma}(z)}{z-\mu}-\partial_{z} \mathfrak{g}_{\sigma}(z)\right]+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{A11}
\end{equation*}
$$

The spectral measure can then be obtained using Eq. (A3). To leading order, one recovers the GOE density (14). The first contribution to the $1 / N$ correction, denoted with Eq. (15) in the main text, is obtained from

$$
\begin{equation*}
\rho_{\sigma}^{(1)}(x)=\frac{1}{\pi} \lim _{\eta \rightarrow 0^{+}} \operatorname{Im}\left[\frac{z-\sqrt{z^{2}-4 \sigma^{2}}}{2\left[z^{2}-4 \sigma^{2}\right]}-\frac{u}{\sqrt{z^{2}-4 \sigma^{2}}}\right]_{z=x-i \eta} \tag{A12}
\end{equation*}
$$

with $u=1$ (instead, setting $u=0$ would amount to consider matrices of size $N \times N$ ). The term within brackets exhibits a branch cut in the region $z \in[-2 \sigma, 2 \sigma]$, and two poles at the boundaries of the interval. Thus, this term gives rise to $1 / N$ corrections to the continuous eigenvalue density plus two $\delta$ peaks at the boundaries. The second set of $1 / N$ corrections arises from the second term in Eq. (A11), which exhibits poles at the solutions of Eq. (16), which we recall reads $z-\mu-\Delta^{2} \mathfrak{g}_{\sigma}(z)=0$. The real solutions $\lambda_{\text {iso } \pm}$ of this equation, whenever they exist, are the isolated eigenvalues of the matrix. We discuss extensively the conditions for their existence in the following subsection.

## 2. Phenomenology of the isolated eigenvalue(s)

Isolated eigenvalues are real solutions $z \rightarrow \lambda$ of Eq. (16). By using Eq. (A2) we can easily rewrite the equation as

$$
\begin{equation*}
\lambda\left(1-\frac{\Delta^{2}}{2 \sigma^{2}}\right)-\mu=-\operatorname{sgn}(\lambda) \frac{\Delta^{2}}{2 \sigma^{2}} \sqrt{\lambda^{2}-4 \sigma^{2}} \tag{A13}
\end{equation*}
$$

from which we can take the square on both sides, keeping in mind that the equation to be satisfied by our final solution is Eq. (A13), with the proper sign on the right-hand side. Taking the square we get

$$
\lambda^{2}\left(1-\frac{\Delta^{2}}{\sigma^{2}}\right)-2 \mu\left(1-\frac{\Delta^{2}}{2 \sigma^{2}}\right) \lambda+\mu^{2}+\frac{\Delta^{4}}{\sigma^{2}}=0
$$

which gives us the two solutions

$$
\begin{equation*}
\lambda_{\mathrm{iso}, \pm}(\mu, \Delta, \sigma)=\frac{2 \mu \sigma^{2}-\Delta^{2} \mu \pm \operatorname{sgn}(\mu) \Delta^{2} \sqrt{\mu^{2}-4\left(\sigma^{2}-\Delta^{2}\right)}}{2\left(\sigma^{2}-\Delta^{2}\right)} \tag{A14}
\end{equation*}
$$

From this expression we get that the condition

$$
\begin{equation*}
\mu^{2}-4\left(\sigma^{2}-\Delta^{2}\right) \geqslant 0 \tag{A15}
\end{equation*}
$$

must be satisfied for the solutions to exist on the real line. We now discuss several cases for the parameters.

$$
\text { a. Case } \Delta=\sigma
$$

This case has been investigated already in the early work [2]. It corresponds to a GOE matrix perturbed by a rank-1 additive term. The solution $\lambda_{\text {iso, }+}$ diverges in this limit, while the solution $\lambda_{\text {iso,- }}$ converges to Eq. (23), that is

$$
\lambda_{\mathrm{iso}}=\lambda_{\mathrm{iso},-}=\mu+\frac{\sigma^{2}}{\mu}
$$

Both conditions (A13) and (A15) are satisfied provided that $|\mu| \geqslant \sigma$. The (only) isolated eigenvalue thus exists (i.e., it is bigger than $2 \sigma$ in absolute value) for any $|\mu|>\sigma$.

## b. Case $\Delta<\sigma$

This case has been already discussed in Refs. [32,33], and here we rederive those results. The isolated eigenvalues exists whenever at least one among $\lambda_{\text {iso, } \pm}$ is bigger than $2 \sigma$ in absolute value and the conditions (A13) and (A15) are both satisfied. We notice that in this setting, if they exist, then the eigenvalues satisfy $\operatorname{sgn}\left(\lambda_{\text {iso }, \pm}\right)=\operatorname{sgn}(\mu)$. To study these existence conditions, we plug the expressions for Eq. (A14) inside Eq. (A13) and find

$$
\operatorname{sgn}(\mu) \operatorname{sgn}\left[\left(2 \sigma^{2}-\Delta^{2} \pm \Delta^{2} \sqrt{1-\frac{4\left(\sigma^{2}-\Delta^{2}\right)}{\mu^{2}}}\right) \frac{2 \sigma^{2}-\Delta^{2}}{4 \sigma^{2}\left(\sigma^{2}-\Delta^{2}\right)}-1\right]=-\operatorname{sgn}(\mu)
$$

where we are assuming that the eigenvalues are indeed isolated (to be verified a posteriori). This expression is equivalent to

$$
\left(2 \sigma^{2}-\Delta^{2} \pm \Delta^{2} \sqrt{1-\frac{4\left(\sigma^{2}-\Delta^{2}\right)}{\mu^{2}}}\right) \frac{2 \sigma^{2}-\Delta^{2}}{4 \sigma^{2}\left(\sigma^{2}-\Delta^{2}\right)}-1 \leqslant 0 \quad \Leftrightarrow \quad \Delta^{2} \pm\left(2 \sigma^{2}-\Delta^{2}\right) \sqrt{1-\frac{4\left(\sigma^{2}-\Delta^{2}\right)}{\mu^{2}}} \leqslant 0
$$

from which it is clear that the only acceptable isolated eigenvalue in this setting is $\lambda_{\text {iso, }}$, since otherwise we would have that the sum of two positive quantities is smaller or equal than 0 . By studying the second degree equation $\lambda_{\text {iso, }}(\mu, \Delta, \sigma)>2 \sigma$ we find exactly that it is verified provided that Eq. (19) in the main text holds, which is the condition of existence of the isolated eigenvalue. Under this condition it is straightforward to see that Eq. (A15) is automatically verified. Hence, in this setting there exists only one isolated eigenvalue, whose explicit expression is precisely Eq. (20) in the main text. This eigenvalue appears as soon as Eq. (19) is satisfied. For $\mu>0$, this eigenvalue is the maximal eigenvalue of the random matrix, while for $\mu<0$ it is the minimal.

## c. Case $\sigma<\Delta$

This case is richer, and to the best of our knowledge was not discussed in previous literature. We notice that in this case whenever they exist, then the isolated eigenvalues satisfy $\operatorname{sgn}\left(\lambda_{\text {iso, }, ~}\right)=\mp \operatorname{sgn}(\mu)$. Moreover, the condition (A15) is always verified in this setting. By plugging Eq. (A14) into Eq. (A13) we obtain

$$
\operatorname{sgn}(\mu) \operatorname{sgn}\left(\frac{ \pm \Delta^{2} \sqrt{1+\frac{4\left(\Delta^{2}-\sigma^{2}\right)}{\mu^{2}}}-\Delta^{2}+2 \sigma^{2}}{2\left(\Delta^{2}-\sigma^{2}\right)} \frac{2 \sigma^{2}-\Delta^{2}}{2 \sigma^{2}}+1\right)=-\operatorname{sgn}(\mu) \operatorname{sgn}\left(\frac{ \pm \Delta^{2} \sqrt{1+\frac{4\left(\Delta^{2}-\sigma^{2}\right)}{\mu^{2}}}-\Delta^{2}+2 \sigma^{2}}{2\left(\Delta^{2}-\sigma^{2}\right)}\right)
$$

which gives us the condition

$$
\pm\left(\frac{ \pm \Delta^{2} \sqrt{1+\frac{4\left(\Delta^{2}-\sigma^{2}\right)}{\mu^{2}}}-\Delta^{2}+2 \sigma^{2}}{2\left(\Delta^{2}-\sigma^{2}\right)} \frac{2 \sigma^{2}-\Delta^{2}}{2 \sigma^{2}}+1\right) \leqslant 0
$$

In the case in which we choose the sign - , this inequality becomes

$$
\Delta^{2} \geqslant\left(2 \sigma^{2}-\Delta^{2}\right) \sqrt{1+\frac{4\left(\Delta^{2}-\sigma^{2}\right)}{\mu^{2}}}
$$

from which we deduce that it is always verified when $\Delta \geqslant \sqrt{2} \sigma$ and it is verified only for $|\mu| \geqslant 2 \sigma-\Delta^{2} / \sigma$ when $\Delta<\sqrt{2} \sigma$. The combination of these conditions leads to $|\mu| \geqslant 2 \sigma-\Delta^{2} / \sigma$ (in the first case $2 \sigma-\Delta^{2} / \sigma$ becomes negative and therefore any $\mu$ will satisfy the condition). In the case in which we choose the sign + , the inequality becomes

$$
0 \geqslant \Delta^{2}+\left(2 \sigma^{2}-\Delta^{2}\right) \sqrt{1+\frac{4\left(\Delta^{2}-\sigma^{2}\right)}{\mu^{2}}}
$$

which is never true for $\Delta \leqslant \sqrt{2} \sigma$ and becomes true for $\Delta>\sqrt{2} \sigma$ as long as $|\mu| \leqslant \Delta^{2} / \sigma-2 \sigma$. It remains to verify that both of these isolated eigenvalues are bigger than $2 \sigma$ in their domain of existence. By plugging the expression for $\lambda_{\text {iso, } \pm}$ as in Eq. (A14), it is straightforward to verify that both of these isolated eigenvalues are outside of the bulk if we take strict inequalities in the existence conditions that we have just found.

Henceforth, we can resume our results as follows: $\lambda_{\text {iso,- }}$ is an isolated eigenvalue provided that $|\mu|>2 \sigma-\Delta^{2} / \sigma$; $\lambda_{\text {iso, }+}$ is also an isolated eigenvalue provided that $\Delta>\sqrt{2} \sigma$ and $|\mu|<\Delta^{2} / \sigma-2 \sigma$. In particular, notice that whenever $\lambda_{\text {iso, }}$ exists, then also $\lambda_{\text {iso,- }}$ exists.

## 3. The averaged spectral measure

Combining the results of the previous subsection with Eqs. (A11) and (A3), we finally obtain that

$$
\begin{align*}
v_{N}(x)= & \rho_{\sigma}(x)+\frac{1}{N} \rho_{\sigma}^{(1)}(x)  \tag{A16}\\
& +\frac{1}{N} \Theta\left(|\mu|-2 \sigma+\frac{\Delta^{2}}{\sigma}\right) \delta\left(x-\lambda_{\text {iso },-}\right) \mathfrak{q}_{\sigma, \Delta}\left(\lambda_{\text {iso },-}, \mu\right)\left[\frac{\Delta^{2} \mathfrak{g}_{\sigma}\left(\lambda_{\text {iso },-}\right)}{\lambda_{\text {iso },-}-\mu}-\frac{1-\lambda_{\text {iso },-}-\frac{\operatorname{sgn}\left(\lambda_{\text {iso },-}\right)}{\sqrt{\lambda_{\text {iso },-4 \sigma^{2}}^{2}}}}{2 \sigma^{2} \Delta^{-2}}\right]  \tag{A17}\\
& -\frac{1}{N} \Theta(\Delta-\sqrt{2} \sigma) \Theta\left(-|\mu|-2 \sigma+\frac{\Delta^{2}}{\sigma}\right) \delta\left(x-\lambda_{\text {iso },+}\right) \mathfrak{q}_{\sigma, \Delta}\left(\lambda_{\text {iso },+}, \mu\right)\left[\frac{\Delta^{2} \mathfrak{g}_{\sigma}\left(\lambda_{\text {iso },+}\right)}{\lambda_{\text {iso },+}-\mu}-\frac{1-\lambda_{\text {iso },+} \frac{\operatorname{sgn}\left(\lambda_{\text {iso },+}\right.}{\sqrt{\lambda_{+}^{2}-4 \sigma^{2}}}}{2 \sigma^{2} \Delta^{-2}}\right]  \tag{A18}\\
& +\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{A19}
\end{align*}
$$

where $\mathfrak{q}_{\sigma, \Delta}(z, \mu)$ is given explicitly in Eq. (27), and it is obtained as

$$
\begin{equation*}
\lim _{z \rightarrow \lambda_{\mathrm{iso}, \pm}} \frac{1}{\pi} \operatorname{Im} \frac{1}{z-\mu-\Delta^{2} \mathfrak{g}_{\sigma}(z)}=\delta\left(z-\lambda_{\mathrm{iso}, \pm}\right) \mathfrak{q}_{\sigma, \Delta}(z, \mu) \tag{A20}
\end{equation*}
$$

The identities

$$
\begin{equation*}
\frac{\Delta^{2} \mathfrak{g}_{\sigma}\left(\lambda_{\mathrm{iso}, \pm}\right)}{\lambda_{\mathrm{iso}, \pm}-\mu}=1=\mp \mathfrak{q}_{\sigma, \Delta}\left(\lambda_{\mathrm{iso}, \pm}\right)\left(\frac{\Delta^{2} \mathfrak{g}_{\sigma}\left(\lambda_{\mathrm{iso}, \pm}\right)}{\lambda_{\mathrm{iso}, \pm}-\mu}-\frac{1-\lambda_{\mathrm{iso}, \pm} \frac{\operatorname{sgn}\left(\lambda_{\mathrm{isos}, \pm}\right)}{\sqrt{\lambda_{\mathrm{iso}, \pm}^{2}-4 \sigma^{2}}}}{2 \sigma^{2} \Delta^{-2}}\right) \tag{A21}
\end{equation*}
$$

allow us to simplify the average spectral measure, and to recover Eq. (12) in the main text.

## APPENDIX B: EXPECTATION OF PRODUCTS OF RESOLVENTS: DETERMINISTIC LIMIT AND FINITE-SIZE CORRECTIONS

In this Appendix we discuss the behavior of the averaged matrices $\boldsymbol{\Pi}_{k, m}=\mathbb{E}\left[\mathbf{G}_{0}(z)^{k+1} \mathbf{G}_{1}(\xi)^{m+1}\right]$ introduced in Eq. (53). Here the average is taken over the three $(N-1) \times(N-1)$ GOE matrices $\mathbf{H}, \mathbf{W}^{(0)}, \mathbf{W}^{(1)}$. We set $M=N-1$. We determine both the $N \rightarrow \infty$ limit of $\Pi_{k, m}$, as well as the finite-size corrections to order $1 / N$. These finite-size corrections can be used to compute the corrections to the bulk-bulk overlap $\Phi\left(\lambda^{0}, \lambda^{1}\right)$, see Eq. (60). As recalled in the main text, the $1 / N$ corrections to this product have two different types of contributions. One type is generated by the fact that the matrices appearing in this formulas have size $M=N-1$, but their variance is normalized to $N$. Another type corresponds to the $1 / N$ corrections that would be present also in the case of $N$-dimensional matrices. To distinguish between the different terms, we multiply the first ones by a constant $u$, and set $u \rightarrow 1$ at the end of the calculation. By taking $u \rightarrow 0$, we can recover the corrections to the standard case of $N$-dimensional GOE matrices, with no perturbations. We begin by reducing the problem to the case $k=0=m$.

## 1. From higher-order products to products of pairs

Let us prove here the formula (54). We introduce two infinitesimal parameters $\epsilon, \gamma$ and write

$$
\boldsymbol{\Pi}_{k, m}=\mathbb{E}\left[\mathbf{G}_{0}(z)^{k+1} \mathbf{G}_{1}(\xi)^{m+1}\right]=\lim _{\epsilon, \gamma \rightarrow 0} \mathbb{E}\left[\mathbf{G}_{0}(z) \cdots \mathbf{G}_{0}(z+k \gamma) \mathbf{G}_{1}(\xi) \cdots \mathbf{G}_{1}(\xi+m \epsilon)\right]
$$

We aim at rewriting this product as a sum of single resolvent matrices. To do this, we make use of:
Lemma 1. If $\mathbf{M}$ is a symmetric real matrix and we denote $\mathbf{A}_{j}:=(j \epsilon+\mathbf{M})^{-1}$ for $j \in \mathbb{Z}, \epsilon \in \mathbb{R}$ (such that $j \epsilon$ is not an eigenvalue of $\mathbf{M}$ ), then for any $k \in \mathbb{N}_{\geqslant 1}$ :

$$
\mathbf{A}_{0} \cdots \mathbf{A}_{k}=\frac{1}{\epsilon^{k} k!} \sum_{j=0}^{k}(-1)^{j}\binom{k}{j} \mathbf{A}_{j}
$$

Proof. We proceed by induction. Indeed notice that for $k=1$ we have $\mathbf{A}_{0} \mathbf{A}_{1}=(\mathbf{M})^{-1}(\epsilon+\mathbf{M})^{-1}=\frac{1}{\epsilon}\left((\mathbf{M})^{-1}-(\epsilon+\right.$ $\left.\mathbf{M})^{-1}\right)=\frac{1}{\epsilon} \mathbf{A}_{0}-\frac{1}{\epsilon} \mathbf{A}_{1}$. Now suppose that our Lemma is true for a certain $k$, we will prove that it works also for $k+1$. Let us write:

$$
\begin{aligned}
\mathbf{A}_{0} \cdots \mathbf{A}_{k} \mathbf{A}_{k+1} & =\frac{1}{\epsilon^{k} k!} \sum_{j=0}^{k}(-1)^{j}\binom{k}{j} \mathbf{A}_{j} \mathbf{A}_{k+1}=\frac{1}{\epsilon^{k+1} k!} \sum_{j=0}^{k}(-1)^{j}\binom{k}{j} \frac{1}{(k+1-j)}\left(\mathbf{A}_{j}-\mathbf{A}_{k+1}\right) \\
& =\frac{1}{\epsilon^{k+1}(k+1)!}\left[\sum_{j=0}^{k}(-1)^{j}\binom{k+1}{j} \mathbf{A}_{j}-\sum_{j=0}^{k}(-1)^{j}\binom{k+1}{j} \mathbf{A}_{k+1}\right]=\frac{1}{\epsilon^{k+1}(k+1)!} \sum_{j=0}^{k+1}(-1)^{j}\binom{k+1}{j} \mathbf{A}_{j},
\end{aligned}
$$

where in the last equality we used that the identity $0=(1-1)^{k+1}=\sum_{j=0}^{k+1}(-1)^{j}\binom{k+1}{j}$ implies that $\sum_{j=0}^{k}(-1)^{j}\binom{k+1}{j}=$ $-(-1)^{k+1}\binom{k+1}{k+1}=-(-1)^{k+1}$. Hence, the induction hypothesis is proved.

Applying this Lemma, we see that the expectation $\boldsymbol{\Pi}_{k, m}=\mathbb{E}\left[\mathbf{G}_{0}(z)^{k+1} \mathbf{G}_{1}(\xi)^{m+1}\right]$ can be written as a linear combination of terms of the form $\mathbb{E}\left[\mathbf{G}_{0}(z+i \gamma) \mathbf{G}_{1}(\xi+j \epsilon)\right]$ for integer $i, j$. For instance, for $k=0$ it holds

$$
\begin{aligned}
\lim _{\epsilon \rightarrow 0} \mathbb{E}\left[\mathbf{G}_{0}(z) \mathbf{G}_{1}(\xi) \cdots \mathbf{G}_{1}(\xi+m \epsilon)\right] & =\lim _{\epsilon \rightarrow 0} \frac{(-1)^{m}}{\epsilon^{m} m!} \sum_{j=0}^{m}(-1)^{m-j}\binom{m}{j} \mathbb{E}_{\mathbf{H}} \mathbb{E}_{\mathbf{W}^{(0)}, \mathbf{W}^{(1)}}\left[\mathbf{G}_{0}(z) \mathbf{G}_{1}(\xi+j \epsilon)\right] \\
& =\frac{(-1)^{m}}{m!} \frac{\partial^{m}}{\partial \xi^{m}} \mathbb{E}\left[\mathbf{G}_{0}(z) \mathbf{G}_{1}(\xi)\right]
\end{aligned}
$$

From this expressions, for $\epsilon \rightarrow 0$ one recovers an $m$ th order derivative. The same holds for $k>0$. Therefore, we finally get Eq. (54). Hence, we see that to determine $\Pi_{k, m}$ one can focus on the behavior of the product $\Pi_{0,0}=\mathbb{E}\left[\mathbf{G}_{0}(z) \mathbf{G}_{1}(\xi)\right]$. A precise analysis of $\Pi_{0,0}$ and its finite-size corrections is carried out in the subsections below.

## 2. Partial expectation over $\mathbf{W}^{(a)}$

Let us study $\mathbb{E}\left[\mathbf{G}_{0}(z) \mathbf{G}_{1}(\xi)\right]$. Consider first its expectation over $\mathbf{W}^{(a)}$ for both $a=0$ and $a=1$, which are independent random matrices. For GOE matrices of size $N$, this expectation has been determined explicitly in Ref. [39] to order $1 / N$. Adapting those results to the present case, we find that the expectation value of a single resolvent over $\mathbf{W}^{(a)}$ admits the expansion

$$
\begin{equation*}
\mathbb{E}_{\mathbf{W}^{(a)}}\left[\mathbf{G}_{a}(z)\right]=\mathbf{G}_{a}^{(0)}(z)+\frac{1}{N} \mathbf{G}_{a}^{(1)}(z)+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{B1}
\end{equation*}
$$

where $\mathbf{G}_{a}^{(0)}(z)$ satisfies the self-consistent equation

$$
\begin{equation*}
\mathbf{G}_{a}^{(0)}(z)=\left(z-\frac{\sigma_{W}^{2}}{M} \operatorname{Tr} \mathbf{G}_{a}^{(0)}(z)-\mathbf{H}\right)^{-1} \tag{B2}
\end{equation*}
$$

while

$$
\begin{align*}
\mathbf{G}_{a}^{(1)}(z)= & \frac{\sigma_{W}^{2} \mathbf{R}_{\mathbf{H}}^{3}\left(z-\frac{\sigma_{W}^{2}}{M} \operatorname{Tr} \mathbf{G}_{a}^{(0)}\right)}{1-\frac{\sigma_{W}^{2}}{M} \operatorname{Tr} \mathbf{R}_{\mathbf{H}}^{2}\left(z-\frac{\sigma_{W}^{2}}{M} \operatorname{Tr} \mathbf{G}_{a}^{(0)}\right)}+\frac{\frac{\sigma_{\mathbf{W}}^{4}}{M} \operatorname{Tr} \mathbf{R}_{\mathbf{H}}^{3}\left(z-\frac{\sigma_{W}^{2}}{M} \operatorname{Tr} \mathbf{G}_{a}^{(0)}\right)}{\left[1-\frac{\sigma_{W}^{2}}{M} \operatorname{Tr} \mathbf{R}_{\mathbf{H}}^{2}\left(z-\frac{\sigma_{W}^{2}}{M} \operatorname{Tr} \mathbf{G}_{a}^{(0)}\right)\right]^{2}} \mathbf{R}_{\mathbf{H}}^{2}\left(z-\frac{\sigma_{W}^{2}}{M} \operatorname{Tr} \mathbf{G}_{a}^{(0)}\right) \\
& -u \frac{\frac{\sigma_{W}^{2}}{M} \operatorname{Tr} \mathbf{R}_{\mathbf{H}}\left(z-\frac{\sigma_{W}^{2}}{M} \operatorname{Tr} \mathbf{G}_{a}^{(0)}\right)}{1-\frac{\sigma_{W}^{2}}{M} \operatorname{Tr} \mathbf{R}_{\mathbf{H}}^{2}\left(z-\frac{\sigma_{W}^{2}}{M} \operatorname{Tr} \mathbf{G}_{a}^{(0)}\right)} \mathbf{R}_{\mathbf{H}}^{2}\left(z-\frac{\sigma_{W}^{2}}{M} \operatorname{Tr} \mathbf{G}_{a}^{(0)}\right), \tag{B3}
\end{align*}
$$

where we have defined $\mathbf{R}_{\mathbf{H}}(z):=(z-\mathbf{H})^{-1}$. Here $\mathbf{G}_{a}^{(0)}$ collects terms that are of $\mathcal{O}\left(N^{0}\right)$ for fixed $\mathbf{H}$. For $u \rightarrow 0$, the result of Ref. [39] is recovered. The normalized trace $M^{-1} \operatorname{Tr} \mathbf{G}_{a}^{(0)}($ recall $M:=N-1)$ is a random variable due to the randomness in $\mathbf{H}$.

It converges to a deterministic limit when $N \rightarrow \infty$, with fluctuations of order $1 / N$ that we denote with $\eta_{a}$ :

$$
\begin{equation*}
\frac{1}{M} \operatorname{Tr} \mathbf{G}_{a}^{(0)}=\mathfrak{g}_{\sigma}(z)+\frac{1}{N} \eta_{a}(z ; \mathbf{H})+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{B4}
\end{equation*}
$$

Plugging this into Eq. (B2) we find

$$
\begin{equation*}
\mathbf{G}_{a}^{(0)}(z)=\frac{1}{z-\mathbf{H}-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)}+\frac{\sigma_{W}^{2}}{N} \frac{\eta_{a}(z ; \mathbf{H})}{\left[z-\mathbf{H}-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right]^{2}}+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{B5}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\frac{1}{M} \mathbb{E}_{\mathbf{H}} \operatorname{Tr} \mathbf{G}_{a}^{(0)}=\mathbb{E}_{\mathbf{H}}\left[\frac{1}{M} \operatorname{Tr} \frac{1}{z-\mathbf{H}-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)}\right]+\frac{\sigma_{W}^{2}}{N} \mathbb{E}_{\mathbf{H}}\left[\eta_{a}(z ; \mathbf{H})\right] \mathbb{E}_{\mathbf{H}}\left[\frac{1}{M} \operatorname{Tr}\left(\frac{1}{z-\mathbf{H}-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)}\right)^{2}\right]+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{B6}
\end{equation*}
$$

Here we are assuming that the expectation value on the right-hand side factorizes to leading order in $N$. However, Eq. (B4) also implies

$$
\begin{equation*}
\frac{1}{M} \mathbb{E}_{\mathbf{H}} \operatorname{Tr} \mathbf{G}_{a}^{(0)}=\mathfrak{g}_{\sigma}(z)+\frac{1}{N} \mathbb{E}_{\mathbf{H}}\left[\eta_{a}(z ; \mathbf{H})\right]+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{B7}
\end{equation*}
$$

Equating these expressions allows us to to solve for $\mathbb{E}_{\mathbf{H}}\left[\eta_{a}(z ; \mathbf{H})\right]$. We use the fact that

$$
\begin{equation*}
\mathbb{E}_{\mathbf{H}}\left[\frac{1}{M} \operatorname{Tr}\left(\frac{1}{z-\mathbf{H}-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)}\right)^{2}\right]=-\partial_{\zeta} \mathbb{E}_{\mathbf{H}}\left[\frac{1}{M} \operatorname{Tr}\left(\frac{1}{\zeta-\mathbf{H}}\right)\right]_{\zeta=z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)}=-\frac{\mathfrak{g}_{\sigma}^{\prime}(z)}{1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)}+\mathcal{O}\left(\frac{1}{N}\right) \tag{B8}
\end{equation*}
$$

where we exploited the identity [29]

$$
\begin{equation*}
\mathfrak{g}_{\sigma_{H}}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right)=\mathfrak{g}_{\sigma}(z) \tag{B9}
\end{equation*}
$$

Moreover, the analog of Eq. (B1) gives

$$
\begin{equation*}
\mathbb{E}_{\mathbf{H}}\left[\frac{1}{M} \operatorname{Tr} \frac{1}{z-\mathbf{H}-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)}\right]=\left[\mathfrak{g}_{\sigma_{H}}(\zeta)+\frac{1}{N}\left(\frac{\sigma_{H}^{2} \mathfrak{g}_{\sigma_{H}}^{3}(\zeta)}{\left[1-\sigma_{H}^{2} \mathfrak{g}_{\sigma_{H}}^{2}(\zeta)\right]^{2}}-u \frac{\sigma_{H}^{2} \mathfrak{g}_{\sigma_{H}}^{3}(\zeta)}{1-\sigma_{H}^{2} \mathfrak{g}_{\sigma_{H}}^{2}(\zeta)}\right)+\mathcal{O}\left(\frac{1}{N^{2}}\right)\right]_{\zeta=z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)} \tag{B10}
\end{equation*}
$$

It can be easily checked that the following identity holds:

$$
\begin{equation*}
\frac{\sigma_{H}^{2} \mathfrak{g}_{\sigma_{H}}^{3}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right)}{\left[1-\sigma_{H}^{2} \mathfrak{g}_{\sigma_{H}}^{2}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right)\right]^{2}}=\frac{\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(z)}{\left[1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(z)\right]^{2}} \tag{B11}
\end{equation*}
$$

leading to

$$
\begin{equation*}
\mathbb{E}_{\mathbf{H}}\left[\eta_{a}(z ; \mathbf{H})\right]=\left(\frac{\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(z)}{\left[1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(z)\right]^{2}}-u \frac{\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(z)}{1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(z)}\right)\left[1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)\right] \tag{B12}
\end{equation*}
$$

Assuming that the $1 / N$ contribution to the trace, $\eta_{a}$, is self-averaging in the large- $N$ limit, we can replace it with its average in Eq. (B4) and get the final expansion:

$$
\begin{equation*}
\mathbb{E}_{\mathbf{W}^{(a)}}\left[\mathbf{G}_{a}(z)\right]=\mathbf{R}_{\mathbf{H}}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right)+\frac{1}{N} \bar{c}(z) \mathbf{R}_{\mathbf{H}}^{2}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right)+\frac{1}{N} \mathbf{G}_{a}^{(1)}(z)+\mathcal{O}\left(\frac{1}{N^{2}}\right), \tag{B13}
\end{equation*}
$$

with $\mathbf{G}_{a}^{(1)}(z)$ given in Eq. (B3) and with

$$
\begin{equation*}
\bar{c}(z)=\sigma_{W}^{2}\left(\frac{\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(z)}{\left[1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(z)\right]^{2}}-u \frac{\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(z)}{1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(z)}\right)\left[1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)\right] \tag{B14}
\end{equation*}
$$

## Consistency checks

We perform some consistency checks on the expansion (B13). First, for $\mathbf{H}=0, \sigma_{H}=0$ one recovers Eq. (A9) with $\sigma \rightarrow \sigma_{W}$, as it follows from the identity

$$
\begin{equation*}
\frac{z-\sqrt{z^{2}-4 \sigma^{2}}}{2\left[z^{2}-4 \sigma^{2}\right]}=\frac{\sigma^{2} \mathfrak{g}_{\sigma}^{3}(z)}{\left[1-\sigma^{2} \mathfrak{g}_{\sigma}^{2}(z)\right]^{2}} \tag{B15}
\end{equation*}
$$

Moreover, Eq. (A9) is recovered when taking the trace of Eq. (B13) and averaging over H. From Eq. (B10) together with the identity (B9) it follows that

$$
\begin{equation*}
\frac{1}{N} \mathbb{E}_{\mathbf{H}}\left[\operatorname{Tr} \mathbf{R}_{\mathbf{H}}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right)\right]=\mathfrak{g}_{\sigma}(z)+\frac{1}{N}\left(\frac{\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(z)}{\left[1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(z)\right]^{2}}-\frac{u \sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(z)}{1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(z)}-u \mathfrak{g}_{\sigma}(z)\right)+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{B16}
\end{equation*}
$$

Making use of Eq. (B8), we see that the expectation of the second term in Eq. (B13) reads

$$
\begin{equation*}
\frac{1}{N} \bar{c}(z) \mathbb{E}_{\mathbf{H}}\left[\frac{1}{N} \operatorname{Tr} \mathbf{R}_{\mathbf{H}}^{2}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right)\right]=-\frac{1}{N} \frac{\bar{c}(z) \mathfrak{g}_{\sigma}^{\prime}(z)}{1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)}+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{B17}
\end{equation*}
$$

Finally, using that for $\zeta=z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)$ it holds

$$
\begin{equation*}
\mathbb{E}_{\mathbf{H}}\left[\frac{1}{M} \operatorname{Tr}\left(\frac{1}{z-\mathbf{H}-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)}\right)^{3}\right]=\frac{1}{2} \partial_{\zeta}^{2} \mathbb{E}_{\mathbf{H}}\left[\frac{1}{M} \operatorname{Tr}\left(\frac{1}{\zeta-\mathbf{H}}\right)\right]=\frac{1}{2} \partial_{\zeta}^{2} \mathfrak{g}_{\sigma_{H}}(\zeta)=\frac{1}{2} \frac{\mathfrak{g}_{\sigma}^{\prime \prime}(z)}{\left[1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)\right]^{3}} \tag{B18}
\end{equation*}
$$

we find that the expectation value of the trace of Eq. (B3) can be written as

$$
\begin{equation*}
\mathbb{E}_{\mathbf{H}}\left[\frac{1}{N} \operatorname{Tr} \mathbf{G}_{a}^{(1)}(z)\right]=\frac{1}{2} \frac{\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime \prime}(z)}{1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)}+u \sigma_{W}^{2} \mathfrak{g}_{\sigma}(z) \mathfrak{g}_{\sigma}^{\prime}(z)+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{B19}
\end{equation*}
$$

Combining everything, one gets

$$
\begin{align*}
\frac{1}{N} \mathbb{E}\left[\operatorname{Tr} \mathbf{G}_{a}\right]= & \left(1-\frac{u}{N}\right) \mathfrak{g}_{\sigma}(z)+\frac{1}{N}\left[\frac{\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(z)\left(1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)\right)}{\left[1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(z)\right]^{2}}+\frac{1}{2} \frac{\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime \prime}(z)}{1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)}-\frac{u \sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(z)\left(1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)\right)}{1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(z)}+u \mathfrak{g}_{\sigma}(z) \sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)\right] \\
& +\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{B20}
\end{align*}
$$

It can be checked explicitly that

$$
\begin{equation*}
\frac{\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(z)}{\left[1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(z)\right]^{2}}\left(1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)\right)+\frac{1}{2} \frac{\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime \prime}(z)}{1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)}=\frac{\sigma^{2} \mathfrak{g}_{\sigma}^{3}(z)}{\left[1-\sigma^{2} \mathfrak{g}_{\sigma}^{2}(z)\right]^{2}}, \quad \sigma^{2}=\sigma_{H}^{2}+\sigma_{W}^{2} \tag{B21}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\frac{1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)}{1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(z)}=\frac{1}{1-\sigma^{2} \mathfrak{g}_{\sigma}^{2}(z)}, \quad \sigma^{2}=\sigma_{H}^{2}+\sigma_{W}^{2} \tag{B22}
\end{equation*}
$$

which imply that Eq. (B20) is also equal to

$$
\begin{equation*}
\frac{1}{N} \mathbb{E}\left[\operatorname{Tr} \mathbf{G}_{a}\right]=\mathfrak{g}_{\sigma}(z)+\frac{1}{N}\left[\frac{\sigma^{2} \mathfrak{g}_{\sigma}^{3}(z)}{\left[1-\sigma^{2} \mathfrak{g}_{\sigma}^{2}(z)\right]^{2}}-\frac{u \sigma^{2} \mathfrak{g}_{\sigma}^{3}(z)}{1-\sigma^{2} \mathfrak{g}_{\sigma}^{2}(z)}+u \sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\left(\frac{\mathfrak{g}_{\sigma}^{2}(z)}{1-\sigma^{2} \mathfrak{g}_{\sigma}^{2}(z)}+\mathfrak{g}_{\sigma}^{\prime}(z)\right)-u \mathfrak{g}_{\sigma}(z)\right]+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{B23}
\end{equation*}
$$

which coincides with Eq. (A9), given that the sum in the round brackets vanishes.

## 3. Expectation over H: Leading-order term

We derive the leading-order contribution to $\boldsymbol{\Pi}_{0,0}$. From Eq. (B13) it appears that the leading-order contribution is given by the term $\mathbb{E}_{\mathbf{H}}\left[\mathbf{R}_{\mathbf{H}}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right) \mathbf{R}_{\mathbf{H}}\left(\xi-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(\xi)\right)\right]$. The resolvent identity implies

$$
\mathbb{E}_{\mathbf{H}}\left[\mathbf{R}_{\mathbf{H}}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right) \mathbf{R}_{\mathbf{H}}\left(\xi-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(\xi)\right)\right]=\frac{\mathbb{E}_{\mathbf{H}}\left[\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)-\mathbf{H}\right)^{-1}\right]-\mathbb{E}_{\mathbf{H}}\left[\left(\xi-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(\xi)-\mathbf{H}\right)^{-1}\right]}{\xi-z-\sigma_{W}^{2}\left(\mathfrak{g}_{\sigma}(\xi)-\mathfrak{g}_{\sigma}(z)\right)}
$$

To leading order in $N$, thanks to Eq. (B9), it holds

$$
\lim _{N \rightarrow \infty} \mathbb{E}_{\mathbf{H}}\left[\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)-\mathbf{H}\right)^{-1}\right]=\mathfrak{g}_{\sigma_{H}}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right)=\mathfrak{g}_{\sigma}(z)
$$

This implies

$$
\lim _{N \rightarrow \infty} \Pi_{0,0}=\lim _{N \rightarrow \infty} \mathbb{E}_{\mathbf{H}}\left[\mathbf{R}_{\mathbf{H}}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right) \mathbf{R}_{\mathbf{H}}\left(\xi-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(\xi)\right)\right]=\frac{\mathfrak{g}_{\sigma}(z)-\mathfrak{g}_{\sigma}(\xi)}{\xi-z-\sigma_{W}^{2}\left(\mathfrak{g}_{\sigma}(\xi)-\mathfrak{g}_{\sigma}(z)\right)} \mathbb{1}=\Psi(z, \xi) \mathbb{1}
$$

with $\Psi(z, \xi)$ defined in Eq. (35). In the rest of the Appendix we derive the $1 / N$ corrections to this term, and thus Eq. (59).

## 4. Expectation over H: $\mathbf{1 / N}$ corrections

We determine the finite-size corrections to $\Pi_{0,0}$. We recall that the terms proportional to $u$ correspond to corrections that are due to the fact that our matrices have size $M=N-1$ and not $N$, while having variances rescaled with $N$. In getting Eq. (B13), we have used the fact that traced quantities can be approximated with their leading order, deterministic contribution. Reasoning in an analogous way and assuming everywhere $\zeta=z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)$, we define

$$
\begin{align*}
& a(z):=\lim _{N \rightarrow \infty} \frac{\sigma_{W}^{2}}{1-\frac{\sigma_{W}^{2}}{M} \operatorname{Tr} \mathbf{R}_{\mathbf{H}}^{2}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right)}=\frac{\sigma_{W}^{2}}{1+\sigma_{W}^{2} \partial_{\zeta} \mathfrak{g}_{\sigma_{H}}(\zeta)}=\sigma_{W}^{2}\left(1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)\right), \\
& b(z)
\end{align*}=\lim _{N \rightarrow \infty} \frac{\frac{\sigma_{W}^{4}}{N} \operatorname{Tr} \mathbf{R}_{\mathbf{H}}^{3}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right)}{\left(1-\frac{\sigma_{W}^{2}}{N} \operatorname{Tr} \mathbf{R}_{\mathbf{H}}^{2}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right)\right)^{2}}=\frac{\sigma_{W}^{4}}{2} \frac{\partial_{\zeta}^{2} \mathfrak{g}_{\sigma_{H}}(\zeta)}{\left[1+\sigma_{W}^{2} \partial_{\zeta} \mathfrak{g}_{\sigma_{H}}(\zeta)\right]^{2}}=\frac{\sigma_{W}^{4}}{2} \frac{\mathfrak{g}_{\sigma}^{\prime \prime}(z)}{1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)},
$$

and we set

$$
\begin{equation*}
\bar{b}(z):=b(z)+\bar{c}(z)-u d(z)=\frac{\sigma_{W}^{4}}{2} \frac{\mathfrak{g}_{\sigma}^{\prime \prime}(z)}{1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)}+\sigma_{W}^{2}\left(\frac{\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(z)}{\left[1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(z)\right]^{2}}-u \frac{\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(z)}{1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(z)}-u \mathfrak{g}_{\sigma}(z)\right)\left[1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(z)\right] \tag{B25}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mathbb{E}_{\mathbf{W}^{(a)}}\left[\mathbf{G}_{a}(z)\right]=\mathbf{R}_{\mathbf{H}}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right)+\frac{\bar{b}(z)}{N} \mathbf{R}_{\mathbf{H}}^{2}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right)+\frac{a(z)}{N} \mathbf{R}_{\mathbf{H}}^{3}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right) \tag{B26}
\end{equation*}
$$

We can then express

$$
\begin{align*}
\mathbb{E}\left[\mathbf{G}_{0}(z) \mathbf{G}_{1}(\xi)\right]= & \mathbb{E}_{\mathbf{H}}\left[\mathbf{R}_{\mathbf{H}}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right) \mathbf{R}_{\mathbf{H}}\left(\xi-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(\xi)\right)\right]+\frac{\bar{b}(\xi)}{N} \mathbb{E}_{\mathbf{H}}\left[\mathbf{R}_{\mathbf{H}}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right) \mathbf{R}_{\mathbf{H}}^{2}\left(\xi-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(\xi)\right)\right] \\
& +\frac{\bar{b}(z)}{N} \mathbb{E}_{\mathbf{H}}\left[\mathbf{R}_{\mathbf{H}}^{2}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right) \mathbf{R}_{\mathbf{H}}\left(\xi-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(\xi)\right)\right]+\frac{a(\xi)}{N} \mathbb{E}_{\mathbf{H}}\left[\mathbf{R}_{\mathbf{H}}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right) \mathbf{R}_{\mathbf{H}}^{3}\left(\xi-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(\xi)\right)\right] \\
& +\frac{a(z)}{N} \mathbb{E}_{\mathbf{H}}\left[\mathbf{R}_{\mathbf{H}}^{3}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right) \mathbf{R}_{\mathbf{H}}\left(\xi-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(\xi)\right)\right]+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{B27}
\end{align*}
$$

The expectations in the second and third line in this formula need to be computed to lowest order in $N$. Proceeding as above, we find

$$
\mathbb{E}_{\mathbf{H}}\left[\mathbf{R}_{\mathbf{H}}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right) \mathbf{R}_{\mathbf{H}}^{3}\left(\xi-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(\xi)\right)\right]=\frac{1}{2\left(1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(\xi)\right)^{2}}\left[\partial_{\xi}^{2} \Psi(z, \xi)+\frac{\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime \prime}(\xi)}{1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(\xi)} \partial_{\xi} \Psi(z, \xi)\right] \mathbb{1}+\mathcal{O}\left(\frac{1}{N}\right)
$$

as well as

$$
\mathbb{E}_{\mathbf{H}}\left[\mathbf{R}_{\mathbf{H}}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right) \mathbf{R}_{\mathbf{H}}^{2}\left(\xi-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(\xi)\right)\right]=-\frac{1}{1-\sigma_{W}^{2} \mathfrak{g}_{\sigma}^{\prime}(\xi)} \partial_{\xi} \Psi(z, \xi) \mathbb{1}+\mathcal{O}\left(\frac{1}{N}\right)
$$

and similarly for the terms with $\xi \rightarrow z$. It now remains to determine the $1 / N$ expansion of the first expectation value in the above formula. Using the resolvent identity we obtain

$$
\begin{equation*}
\mathbb{E}_{\mathbf{H}}\left[\mathbf{R}_{\mathbf{H}}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right) \mathbf{R}_{\mathbf{H}}\left(\xi-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(\xi)\right)\right]=\mathbb{E}_{\mathbf{H}}\left[\frac{\mathbf{R}_{\mathbf{H}}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right)-\mathbf{R}_{\mathbf{H}}\left(\xi-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(\xi)\right)}{\xi-z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(\xi)+\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)}\right] \tag{B28}
\end{equation*}
$$

Making use of Eq. (B16) we finally get

$$
\begin{equation*}
\frac{1}{N} \mathbb{E}_{\mathbf{H}}\left[\operatorname{Tr} \mathbf{R}_{\mathbf{H}}\left(z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)\right) \mathbf{R}_{\mathbf{H}}\left(\xi-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(\xi)\right)\right]=\Psi(z, \xi)+\frac{1}{N} \Lambda(z, \xi)+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{B29}
\end{equation*}
$$

with the function $\Lambda$ reads

$$
\begin{align*}
\Lambda(z, \xi) & =\frac{1}{\xi-z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(\xi)+\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)}\left(\frac{-u \mathfrak{g}_{\sigma}(z)+\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(z)(u+1)}{\left[1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(z)\right]^{2}}-\frac{-u \mathfrak{g}_{\sigma}(\xi)+\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(\xi)(u+1)}{\left[1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(\xi)\right]^{2}}\right) \\
& =\frac{1}{\xi-z-\sigma_{W}^{2} \mathfrak{g}_{\sigma}(\xi)+\sigma_{W}^{2} \mathfrak{g}_{\sigma}(z)}\left(\frac{\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(z)}{\left[1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(z)\right]^{2}}-\frac{u \sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(z)}{1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(z)}-\frac{\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(\xi)}{\left[1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(\xi)\right]^{2}}+\frac{u \sigma_{H}^{2} \mathfrak{g}_{\sigma}^{3}(\xi)}{1-\sigma_{H}^{2} \mathfrak{g}_{\sigma}^{2}(\xi)}\right)-u \Psi(z, \xi) \tag{B30}
\end{align*}
$$

Combining everything, we finally obtain

$$
\begin{equation*}
\frac{1}{N} \mathbb{E} \operatorname{Tr}\left[\mathbf{G}_{0}(z) \mathbf{G}_{1}(\xi)\right]=\Psi(z, \xi)+\frac{1}{N} \Psi^{(1)}(z, \xi)+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{B31}
\end{equation*}
$$

with

$$
\begin{equation*}
\Psi^{(1)}(z, \xi)=\Lambda(z, \xi)+\alpha(z) \partial_{z} \Psi(z, \xi)+\alpha(\xi) \partial_{\xi} \Psi(z, \xi)+\beta(z) \partial_{z}^{2} \Psi(z, \xi)+\beta(\xi) \partial_{\xi}^{2} \Psi(z, \xi) \tag{B32}
\end{equation*}
$$

and $\alpha, \beta$ defined in Eq. (57). Equation (55) in the main text is derived analogously, without taking the trace. The only difference is in the $1 / N$ term, and stems from the fact that one is taking the trace of $(N-1) \times(N-1)$ identity matrices, normalizing them by a factor $N$. For this reason, $\bar{\Psi}^{(1)}(z, \xi)$ in Eq. (55) differs from $\Psi^{(1)}(z, \xi)$ by a simple factor, $\bar{\Psi}^{(1)}(z, \xi)=\Psi^{(1)}(z, \xi)+u \Psi(z, \xi)$, and similarly $\bar{\Lambda}(z, \xi)=\Lambda(z, \xi)+u \Psi(z, \xi)$, as it follows comparing Eq. (B30) with Eq. (58) in the main text. We recall that the contributions coming from the fact that the matrices considered here are of dimension $M=N-1$ are multiplied by the constant $u$, which must then be set equal to 1 . Instead, if we set $u \rightarrow 0$, then we get the finite-size corrections to the case of unperturbed matrices with size $N$.

## APPENDIX C: COMPUTATION OF THE AUXILIARY FUNCTION $\psi(z, \xi)$

## 1. Computation of $\psi_{00}, \psi_{0 N}, \psi_{N N}$

In this Appendix we report how to obtain the expressions (49), (50), and (51). We begin by $\psi_{00}$, defined in Eq. (45). By using Eq. (42) and the Dyson expansion in Eq. (46) we can easily rewrite

$$
\begin{equation*}
\psi_{00}(z, \xi)=\sum_{k, m=0}^{+\infty} \frac{1}{N} \operatorname{Tr}_{N-1} \mathbb{E}\left[\mathbf{S}_{k, m}\right], \quad \mathbf{S}_{k, m}=\mathbf{G}_{0}(z)\left[\mathbf{A}^{(0)}(z) \mathbf{G}_{0}(z)\right]^{k} \mathbf{G}_{1}(\xi)\left[\mathbf{A}^{(1)}(\xi) \mathbf{G}_{1}(\xi)\right]^{m} \tag{C1}
\end{equation*}
$$

where we used the subscript to stress that the trace is over a subspace of dimension $N-1$. The definition for $\mathbf{A}^{(a)}$ is expressed in Eq. (41). We compute the partial averages of the strings $\mathbf{S}_{k, m}$ over the entries $m_{i N}^{0}, m_{i N}^{1}$, to order $1 / N$. Since the term with $k=0=m$ is independent of the entries $m_{i N}^{a}$, we focus on the remaining terms.

For either $k$ or $m$ different from 0 , we need to evaluate

$$
\begin{aligned}
\frac{1}{N} \operatorname{Tr} \mathbb{E}\left[\mathbf{G}_{0}(z)\left[\mathbf{A}^{(0)}(z) \mathbf{G}_{0}(z)\right]^{k} \mathbf{G}_{1}(\xi)\left[\mathbf{A}^{(1)}(\xi) \mathbf{G}_{1}(\xi)\right]^{m}\right]= & \frac{1}{N} \sum_{\substack{i_{1}, \ldots, i_{2 k+}=1 \\
j_{1}, \ldots, j_{2 m+1}=1}}^{N-1} \mathbb{E}\left[\mathbf{G}_{0}(z)_{i_{1} i_{2}} \frac{m_{i_{2} N}^{0} m_{i_{3} N}^{0}}{z-m_{N N}^{0}} \mathbf{G}_{0}(z)_{i_{3} i_{4}} \cdots \frac{m_{i_{2 k} N}^{0} m_{i_{2 k+1} N}^{0}}{z-m_{N N}^{0}} \mathbf{G}_{0}(z)_{i_{2 k+1} j_{1}}^{0}\right. \\
& \left.\times \mathbf{G}_{1}(\xi)_{j_{1} j_{2}} \frac{m_{j_{2} N}^{1} m_{j_{3} N}^{1}}{\xi-m_{N N}^{1}} \mathbf{G}_{1}(\xi)_{j_{3} j_{4}} \cdots \frac{m_{j_{2 m} N} m_{j_{2 m+1} N}^{1}}{\xi-m_{N N}^{1}} \mathbf{G}_{1}(\xi)_{j_{2 m+1} i_{1}}\right]
\end{aligned}
$$

We first take the average over $m_{i N}^{a}$ for $a \in\{0,1\}$ (they do not appear in the resolvents). Let us start from $m_{N N}^{a}$. We have

$$
\begin{equation*}
\mathbb{E}\left[\frac{1}{\left(z-m_{N N}^{0}\right)^{k}} \frac{1}{\left(\xi-m_{N N}^{1}\right)^{m}}\right]=\frac{(-1)^{k-1}}{(k-1)!} \frac{(-1)^{m-1}}{(m-1)!} \partial_{z}^{k-1} \partial_{\xi}^{m-1} \mathbb{E}\left[\frac{1}{z-m_{N N}^{0}} \frac{1}{\xi-m_{N N}^{1}}\right] \tag{C2}
\end{equation*}
$$

The expectation is over the joint Gaussian distribution of the $m_{N N}^{a}$,

$$
\mathbb{E}\left[\frac{1}{z-m_{N N}^{0}} \frac{1}{\xi-m_{N N}^{1}}\right]=\int \frac{d^{2} \mathbf{u}}{\sqrt{4 \pi^{2} \operatorname{det} \mathbf{V}}} \frac{e^{-\frac{1}{2} \mathbf{u}^{T} \mathbf{V}^{-1} \mathbf{u}}}{\left(z-\mu_{0}-\frac{u^{0}}{\sqrt{N}}\right)\left(\xi-\mu_{1}-\frac{u^{1}}{\sqrt{N}}\right)}, \quad \mathbf{V}=\left(\begin{array}{cc}
v_{0}^{2} & v_{h}^{2}  \tag{C3}\\
v_{h}^{2} & v_{1}^{2}
\end{array}\right)
$$

A simple expansion shows that

$$
\begin{align*}
\mathbb{E}\left[\frac{1}{\left(z-m_{N N}^{0}\right)^{k}} \frac{1}{\left(\xi-m_{N N}^{1}\right)^{m}}\right]= & \frac{1}{\left(z-\mu_{0}\right)^{k}} \frac{1}{\left(\xi-\mu_{1}\right)^{m}}+\frac{1}{N}\left[\frac{v_{0}^{2}}{2} \frac{(k+1) k}{\left(z-\mu_{0}\right)^{k+2}} \frac{1}{\left(\xi-\mu_{1}\right)^{m}}+\frac{v_{1}^{2}}{2} \frac{(m+1) m}{\left(\xi-\mu_{1}\right)^{m+2}} \frac{1}{\left(z-\mu_{0}\right)^{k}}\right. \\
& \left.+v_{h}^{2} \frac{k}{\left(z-\mu_{0}\right)^{k+1}} \frac{m}{\left(\xi-\mu_{1}\right)^{m+1}}\right]+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{C4}
\end{align*}
$$

Therefore,

$$
\begin{align*}
\operatorname{Tr} \mathbb{E}\left[\mathbf{S}_{k, m}\right]= & {\left[\frac{1}{\left(z-\mu_{0}\right)^{k}} \frac{1}{\left(\xi-\mu_{1}\right)^{m}}+\mathcal{O}\left(\frac{1}{N}\right)\right] \sum_{\substack{i_{1}, \ldots, i_{2 k+1}=1 \\
j_{1}, \ldots j_{2 m+1}=1}}^{N-1} \mathbb{E}\left[\mathbf{G}_{0}(z)_{i_{1} i_{2}} \cdots \mathbf{G}_{0}(z)_{i_{2 k+1} j_{1}} \mathbf{G}_{1}(\xi)_{j_{1} j_{2}} \cdots \mathbf{G}_{1}(\xi)_{j_{2 m+1} i_{1}}\right] } \\
& \times \mathbb{E}\left[m_{i_{2} N}^{0} m_{i_{3} N}^{0} \cdots m_{i_{2 k} N}^{0} m_{i_{2 k+1} N}^{0} m_{j_{2} N}^{1} m_{j_{3} N}^{1} \cdots m_{j_{2 m} N}^{1} m_{j_{2 m+1} N}^{1}\right] . \tag{C5}
\end{align*}
$$

The second average can be evaluated using Wick theorem, paying attention on whether the contractions involve matrix elements with the same or with different $a=0,1$. Below, we determine the subset of contractions that contribute to leading order in $N$. We begin by discussing some special cases.

Let us focus on the case $k=0$. By Wick theorem, the average $\mathbb{E}\left[m_{j_{2} N}^{1} m_{j_{3} N}^{1} \cdots m_{j_{2 m} N}^{1} m_{j_{2 m+1} N}^{1}\right]$ appearing in Eq. (C5) will be contributed by all possible pairwise contractions of the variables $m_{j N}^{1}$, each one contributing with a factor of $\Delta_{1}^{2} / N$. To each possible Wick contraction, there corresponds a contraction of the indices in the term $\mathbf{G}_{1}(\xi)_{j_{1} j_{2}} \mathbf{G}_{1}(\xi)_{j_{j} j_{4}} \cdots \mathbf{G}_{1}(\xi)_{j_{2 m+1} i_{1}}$ also appearing in Eq. (C5). We now argue that there is a unique Wick contraction that contributes to Eq. (C5) to leading order, which is the contraction corresponding to $\delta_{j_{3} j_{4}} \cdots \delta_{j_{2 m+1} j_{2}}$. As a matter of fact, as we argue below the products of resolvent operators converge in the large- $N$ limit to a deterministic matrix proportional to the identity. Therefore, each trace of such products is of order $N$. For this reason, to get the largest contribution from the term $\mathbb{E}\left[\mathbf{G}_{0}(z)_{i_{1} i_{2}} \mathbf{G}_{0}(z)_{i_{3} i_{4}} \cdots \mathbf{G}_{0}(z)_{i_{2 k+1} j_{1}} \mathbf{G}_{1}(\xi)_{j_{1} j_{2}} \mathbf{G}_{1}(\xi)_{j_{3} j_{4}} \ldots\right.$ $\left.\mathbf{G}_{1}(\xi)_{j_{2 m+1} i_{1}}\right]$ in Eq. (C5), one has to select the contraction of indices that corresponds to maximizing the number of resulting traces, while recalling that some matrices have common indices and cannot therefore be decoupled into separate traces. For $k=0, m \geqslant 1$ we see that $\mathbf{G}_{0}(z)_{i_{1} j_{1}} \mathbf{G}_{1}(\xi)_{j_{1} j_{2}} \mathbf{G}_{1}(\xi)_{j_{2 m+1} i_{1}}$ is the only block which cannot be decoupled. This term is of order $1 / N$. Hence, in this case the only leading term is given by

$$
\begin{equation*}
\frac{1}{N} \operatorname{Tr} \mathbb{E}\left[\mathbf{S}_{0, m}(z, \xi)\right]=\frac{1}{N} \frac{\Delta_{1}^{2 m}}{\left(\xi-\mu_{1}\right)^{m}}\left(\frac{1}{N} \operatorname{Tr} \mathbb{E}\left[\mathbf{G}_{0}(z) \mathbf{G}_{1}(\xi)^{2}\right]\right)\left(\frac{1}{N} \operatorname{Tr} \mathbb{E} \mathbf{G}_{1}(\xi)\right)^{m-1}+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{C6}
\end{equation*}
$$

where we recall that $\Delta_{a}^{2}=\Delta_{h}^{2}+\Delta_{w, a}^{2}$. The case $k \geqslant 1, m=0$ is analogous, we get the leading contribution

$$
\begin{equation*}
\frac{1}{N} \operatorname{Tr} \mathbb{E}\left[\mathbf{S}_{k, 0}(z, \xi)\right]=\frac{1}{N} \frac{\Delta_{0}^{2 k}}{\left(z-\mu_{0}\right)^{k}}\left(\frac{1}{N} \operatorname{Tr} \mathbb{E}\left[\mathbf{G}_{0}(z)^{2} \mathbf{G}_{1}(\xi)\right]\right)\left(\frac{1}{N} \operatorname{Tr} \mathbb{E} \mathbf{G}_{0}(z)\right)^{k-1}+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{C7}
\end{equation*}
$$

In the case $k \geqslant 1, m \geqslant 1$, the only coupled matrices are the two pairs $\mathbf{G}_{0}(z)_{i_{2 k+1} j_{1}} \mathbf{G}_{1}(\xi)_{j_{1} j_{2}}$ and $\mathbf{G}_{0}(z)_{i_{1} i_{2}} \mathbf{G}_{1}(\xi)_{j_{2 m+1} i_{1}}$. A reasoning analogous to the one above shows that the leading term in the $1 / N$ expansion is given by

$$
\begin{equation*}
\frac{1}{N} \operatorname{Tr} \mathbb{E}\left[\mathbf{S}_{k, m}\right]=\frac{\Delta_{h}^{4}}{N} \frac{\Delta_{0}^{2 k-2}}{\left(z-\mu_{0}\right)^{k}} \frac{\Delta_{1}^{2 m-2}}{\left(\xi-\mu_{1}\right)^{m}}\left(\frac{1}{N} \operatorname{Tr} \mathbb{E}\left[\mathbf{G}_{0}(z) \mathbf{G}_{1}(\xi)\right]\right)^{2}\left(\frac{1}{N} \operatorname{Tr} \mathbb{E} \mathbf{G}_{0}(z)\right)^{k-1}\left(\frac{1}{N} \operatorname{Tr} \mathbb{E} \mathbf{G}_{1}(\xi)\right)^{m-1} \tag{C8}
\end{equation*}
$$

The dependence on $\Delta_{h}$ appears due to the fact that the contractions corresponding to $\delta_{i_{2 k+1} j_{2}}$ and $\delta_{i_{2} j_{2 m+1}}$ involve elements $m_{i N}^{a}$ corresponding to two different indices $a \in\{0,1\}$.

It is straightforward to check that the resummation of the $1 / N$ contributions for arbitrary $k, m$ leads to the expression (49) in the main text.

Let us now discuss the partial average of term $\psi_{0 N}(z, \xi)$. From Eqs. (45) we see that we have to compute the following:

$$
\psi_{0 N}(z, \xi)=\mathbb{E}\left[\frac{2}{N} \frac{1}{\left(z-m_{N N}^{0}\right)\left(\xi-m_{N N}^{1}\right)} \sum_{i=1}^{N-1} \sum_{k, l=1}^{N-1} m_{k N}^{0} m_{l N}^{1}\left(z-\mathbf{H}-\mathbf{W}^{(0)}-\mathbf{A}^{(0)}(z)\right)_{i k}^{-1}\left(\xi-\mathbf{H}-\mathbf{W}^{(1)}-\mathbf{A}^{(1)}(\xi)\right)_{i l}^{-1}\right]
$$

Notice that in this case we have to perform a similar analysis to the one of $\psi_{00}$, with the exception that there are no terms at zeroth order in $1 / N$. To obtain the correction at order $1 / N$, when using the Wick theorem we need to select the contraction that decouples all the resolvents (i.e., which traces each of them separately) except for the first and last ones, which are clearly coupled. An analogous analysis as the one above then immediately gives us the result (50).

Finally, let us consider the term $\psi_{N N}(z, \xi)$. From Eq. (45) we have to compute the following:

$$
\begin{aligned}
\psi_{N N}(z, \xi)= & \mathbb{E}\left[\frac{1}{N}\left(z-\mathbf{M}^{(0)}\right)_{N N}^{-1}\left(\xi-\mathbf{M}^{(1)}\right)_{N N}^{-1}\right]=\mathbb{E}\left[\frac{1}{N\left(z-m_{N N}^{0}\right)\left(\xi-m_{N N}^{1}\right)}\left\{1+\sum_{i, j=1}^{N-1} \mathbf{A}^{(0)}(z)_{i j}\left(z-\mathbf{H}-\mathbf{W}^{(0)}-\mathbf{A}^{(0)}(z)\right)_{i j}^{-1}\right\}\right. \\
& \left.\times\left\{1+\sum_{k, l=1}^{N-1} \mathbf{A}^{(1)}(\xi)_{k l}\left(\xi-\mathbf{H}-\mathbf{W}^{(1)}-\mathbf{A}^{(1)}(\xi)\right)_{k l}^{-1}\right\}\right] \\
= & \mathbb{E}\left[\frac{1}{N\left(z-m_{N N}^{0}\right)\left(\xi-m_{N N}^{1}\right)}\right]+\mathbb{E}\left[\frac{1}{N\left(z-m_{N N}^{0}\right)\left(\xi-m_{N N}^{1}\right)} \operatorname{Tr}\left[\mathbf{A}^{(0)}(z)\left(z-\mathbf{H}-\mathbf{W}^{(0)}-\mathbf{A}^{(0)}(z)^{-1}\right]\right]\right. \\
& +\mathbb{E}\left[\frac{1}{N\left(z-m_{N N}^{0}\right)\left(\xi-m_{N N}^{1}\right)} \operatorname{Tr}\left[\mathbf{A}^{(1)}(\xi)\left(\xi-\mathbf{H}-\mathbf{W}^{(1)}-\mathbf{A}^{(1)}(\xi)\right)^{-1}\right]\right] \\
& +\mathbb{E}\left[\frac{1}{N\left(z-m_{N N}^{0}\right)\left(\xi-m_{N N}^{1}\right)} \operatorname{Tr}\left[\mathbf{A}^{(0)}(z)\left(z-\mathbf{H}-\mathbf{W}^{(0)}-\mathbf{A}^{(0)}(z)\right)^{-1}\right] \operatorname{Tr}\left[\mathbf{A}^{(1)}(\xi)\left(\xi-\mathbf{H}-\mathbf{W}^{(1)}-\mathbf{A}^{(1)}(\xi)\right)^{-1}\right]\right]
\end{aligned}
$$

This expression boils down to computing

$$
\begin{aligned}
\frac{1}{N} \mathbb{E} \operatorname{Tr}\left[\mathbf{A}^{(a)}(z)\left(z-\mathbf{H}-\mathbf{W}^{(a)}-\mathbf{A}^{(a)}(z)\right)^{-1}\right] & =\frac{1}{N} \mathbb{E} \sum_{k=1}^{+\infty} \operatorname{Tr}\left(\left[\mathbf{A}^{(a)}(z) \mathbf{G}_{a}(z)\right]^{k}\right)=\frac{1}{N} \sum_{k=1}^{+\infty} \frac{\Delta_{a}^{2 k}}{\left(z-\mu_{a}\right)^{k}} \mathbb{E}\left[\left(\frac{1}{N} \operatorname{Tr} \mathbf{G}_{a}(z)\right)^{k}\right] \\
& =\frac{1}{N} \frac{\Delta_{a}^{2}}{\left[z-\mu_{a}-\frac{\Delta_{a}^{2}}{N} \operatorname{Tr} \mathbb{E} \mathbf{G}_{a}(z)\right]}\left(\frac{1}{N} \operatorname{Tr} \mathbf{G}_{a}(z)\right)
\end{aligned}
$$

with which we finally obtain Eq. (51).

## 2. Formula for $\psi$

By combining Eqs. (49), (50), and (51) and using the result in Eq. (59), we obtain the following expressions:

$$
\begin{align*}
& \psi_{00}(z, \xi)= \Psi(z, \xi)+\frac{1}{N} \Psi^{(1)}(z, \xi)-\frac{1}{N} \partial_{z} \Psi(z, \xi) \frac{\Delta_{0}^{2}}{z-\mu_{0}-\Delta_{0}^{2} \mathfrak{g}_{\sigma}(z)}-\frac{1}{N} \partial_{\xi} \Psi(z, \xi) \frac{\Delta_{1}^{2}}{\xi-\mu_{1}-\Delta_{1}^{2} \mathfrak{g}_{\sigma}(\xi)} \\
&+ \frac{1}{N} \Delta_{h}^{4} \Psi^{2}(z, \xi) \frac{1}{\left[z-\mu_{1}-\Delta_{0}^{2} \mathfrak{g}_{\sigma}(z)\right]} \frac{1}{\left[\xi-\mu_{1}-\Delta_{1}^{2} \mathfrak{g}_{\sigma}(\xi)\right]}+\mathcal{O}\left(\frac{1}{N^{2}}\right)  \tag{C9}\\
& \psi_{0 N}(z, \xi)=\frac{2}{N} \Delta_{h}^{2} \frac{1}{z-\mu_{0}-\Delta_{0}^{2} \mathfrak{g}_{\sigma}(z)} \frac{1}{\xi-\mu_{1}-\Delta_{1}^{2} \mathfrak{g}_{\sigma}(\xi)} \Psi(z, \xi)+\mathcal{O}\left(\frac{1}{N^{2}}\right)  \tag{C10}\\
& \psi_{N N}(z, \xi)= \frac{1}{N} \frac{1}{\left(z-\mu_{0}\right)\left(\xi-\mu_{1}\right)}\left[1+\frac{\Delta_{0}^{2}}{z-\mu_{0}^{2}-\Delta_{0}^{2} \mathfrak{g}_{\sigma}(z)} \mathfrak{g}_{\sigma}(z)+\frac{\Delta_{1}^{2}}{\xi-\mu_{1}-\Delta_{1}^{2} \mathfrak{g}_{\sigma}(\xi)} \mathfrak{g}_{\sigma}(\xi)\right. \\
&\left.+\frac{\Delta_{0}^{2}}{z-\mu_{0}-\Delta_{0}^{2} \mathfrak{g}_{\sigma}(z)} \frac{\Delta_{1}^{2}}{\xi-\mu_{1}-\Delta_{1}^{2} \mathfrak{g}_{\sigma}(\xi)} \mathfrak{g}_{\sigma}(z) \mathfrak{g}_{\sigma}(\xi)\right]+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{C11}
\end{align*}
$$

Summing up we finally get the explicit expression for $\psi$ :

$$
\begin{align*}
\psi(z, \xi)= & \Psi(z, \xi)+\frac{1}{N}\left\{\Psi^{(1)}(z, \xi)+\frac{1}{\left(z-\mu_{0}\right)\left(\xi-\mu_{1}\right)}+\frac{\Delta_{0}^{2}}{z-\mu_{0}-\Delta_{0}^{2} \mathfrak{g}_{\sigma}(z)}\left[-\partial_{z} \Psi(z, \xi)+\frac{\mathfrak{g}_{\sigma}(z)}{\left(z-\mu_{0}\right)\left(\xi-\mu_{1}\right)}\right]\right. \\
& +\frac{\Delta_{1}^{2}}{\xi-\mu_{1}-\Delta_{1}^{2} \mathfrak{g}_{\sigma}(\xi)}\left[-\partial_{\xi} \Psi(z, \xi)+\frac{\mathfrak{g}_{\sigma}(\xi)}{\left(z-\mu_{0}\right)\left(\xi-\mu_{1}\right)}\right]+\frac{1}{\left[z-\mu_{0}-\Delta_{0}^{2} \mathfrak{g}_{\sigma}(z)\right]\left[\xi-\mu_{1}-\Delta_{1}^{2} \mathfrak{g}_{\sigma}(\xi)\right]}\left[\Delta_{h}^{4} \Psi^{2}(z, \xi)\right. \\
& \left.\left.+2 \Delta_{h}^{2} \Psi(z, \xi)+\frac{\Delta_{0}^{2} \Delta_{1}^{2} \mathfrak{g}_{\sigma}(z) \mathfrak{g}_{\sigma}(\xi)}{\left(z-\mu_{0}\right)\left(\xi-\mu_{1}\right)}\right]\right\}+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{C12}
\end{align*}
$$

## APPENDIX D: COMPUTATION OF THE OVERLAPS

With the expression for $\psi$, we can now use Eq. (40) to compute the three overlaps expressed in Eqs. (33), (36), and (37) of the main text.

## 1. Overlap between bulk eigenvectors

To recover the leading-order term in the overlap between bulk eigenvectors we have to neglect all $1 / N$ corrections in Eq. (C12). In general, we see that when applying Eq. (40), the square roots in $\psi$ will give rise to branch cuts, contained in $\mathfrak{g}_{\sigma}$ and its derivatives. To face this issue we have to carefully take the limit of $\mathfrak{g}_{\sigma}(x \pm i \eta)$ when $\eta \rightarrow 0^{+}$. Since the branch cuts come from all the terms of the form $\sqrt{x^{2}-4 \sigma^{2}}$, we have to carefully analyze $\sqrt{(x \pm i \eta)^{2}-4 \sigma^{2}}$ as $\eta \rightarrow 0^{+}$. As is known, the square-root function in the complex plane presents a branch cut, which we fix here to be toward the negative real axis (i.e., we define angles between $[-\pi, \pi]$ ). With such convention, we simply have that the square root behaves as follows:

$$
\lim _{\eta \rightarrow 0^{+}} \sqrt{(x \pm i \eta)^{2}-4 \sigma^{2}}=\left\{\begin{array}{l}
\sqrt{x^{2}-4 \sigma^{2}} \quad|x| \geqslant 2 \sigma  \tag{D1}\\
\pm \operatorname{sgn}(x) i \sqrt{4 \sigma^{2}-x^{2}} \quad|x|<2 \sigma
\end{array}\right.
$$

and by applying this to $\mathfrak{g}_{\sigma}$, defined in Eq. (17), we obtain

$$
\lim _{\eta \rightarrow 0} \mathfrak{g}_{\sigma}(x \mp i \eta)=\left\{\begin{array}{ll}
\frac{1}{2 \sigma^{2}}\left(x-\operatorname{sgn}(x) \sqrt{x^{2}-4 \sigma^{2}}\right) & |x|>2 \sigma  \tag{D2}\\
\frac{1}{2 \sigma^{2}}\left(x \pm i \sqrt{4 \sigma^{2}-x^{2}}\right) & |x|<2 \sigma
\end{array} \equiv \mathfrak{g}_{R}(x) \pm i \mathfrak{g}_{I}(x)\right.
$$

where $\operatorname{Im} \mathfrak{g}(x) \neq 0$ only if $|x|<2 \sigma$. Similarly, we set

$$
\begin{equation*}
\lim _{\eta \rightarrow 0} \zeta(x \mp i \eta)=x-\sigma_{W}^{2} \mathfrak{g}_{R}(x) \mp i \sigma_{W}^{2} \mathfrak{g}_{I}(x)=\zeta_{R}(x) \pm i \zeta_{I}(x) \tag{D3}
\end{equation*}
$$

With this notation, the bulk-bulk overlap reads

$$
\begin{align*}
\Phi(x, y) & =\frac{1}{2 \pi^{2} \rho(x) \rho(y)} \lim _{\eta \rightarrow 0^{+}} \operatorname{Re}[\Psi(x-i \eta, y+i \eta)-\Psi(x-i \eta, y-i \eta)] \\
& =\frac{2 \sigma_{W}^{2}\left[\zeta_{R}(x)-\zeta_{R}(y)\right](x-y)}{\left[\left(\zeta_{R}(x)-\zeta_{R}(y)\right)^{2}+\left(\zeta_{I}(x)+\zeta_{I}(y)\right)^{2}\right]\left[\left(\zeta_{R}(x)-\zeta_{R}(y)\right)^{2}+\left(\zeta_{I}(x)-\zeta_{I}(y)\right)^{2}\right]}, \tag{D4}
\end{align*}
$$

which can be more explicitly rewritten in the form of Eq. (33).

## 2. Overlap between isolated eigenvectors and bulk eigenvectors

To compute $\Phi\left(\lambda_{\text {iso }}^{0}, y\right)$ one has to make use of Eq. (40) in the main text, and consider only the part of $\psi$ in Eq. (C12) which presents a singularity when evaluated at $x=\lambda_{\text {iso }}^{0}:=\lambda_{\text {iso, },}^{0}$; see Eq. (20). We are therefore focusing on $|x|=\left|\lambda_{\text {iso }}^{0}\right|>2 \sigma$ and $|y| \leqslant 2 \sigma$ : The first argument of $\psi(x, y)$ does not belong to the bulk of the eigenvalue density, while the second does. It is simple to check that, given the two solutions (A14), for $x$ real one has

$$
\begin{equation*}
\frac{1}{x-\mu_{0}-\Delta_{0}^{2} \mathfrak{g}_{\sigma}(x)}=\frac{\left(1-\frac{\Delta_{0}^{2}}{2 \sigma^{2}}\right) x-\mu_{0}-\operatorname{sgn}(x) \frac{\Delta_{0}^{2}}{2 \sigma^{2}} \sqrt{x^{2}-4 \sigma^{2}}}{\left(1-\frac{\Delta_{0}^{2}}{\sigma^{2}}\right)\left[x-\lambda_{\text {iso,+ }}^{0}\left(\mu_{0}, \Delta_{0}, \sigma\right)\right]\left[x-\lambda_{\text {iso }--}^{0}\left(\mu_{0}, \Delta_{0}, \sigma\right)\right]} \tag{D5}
\end{equation*}
$$

This term is therefore singular for $x \rightarrow \lambda_{\text {iso }}^{0}$. In particular,

$$
\begin{equation*}
\lim _{\eta \rightarrow 0} \frac{1}{x-i \eta-\mu_{0}-\Delta_{0}^{2} \mathfrak{g}_{\sigma}(x-i \eta)}=i \pi \delta\left(x-\lambda_{\text {iso }}^{0}\right) \mathfrak{q}_{\sigma, \Delta_{0}}\left(\lambda_{\text {iso }}^{0}, \mu_{0}\right)+\text { regular terms } \tag{D6}
\end{equation*}
$$

where $\mathfrak{q}_{\sigma, \Delta}(\lambda, \mu)$ is given in Eq. (27) while the regular terms are not proportional to the $\delta$. To select the relevant contributions to $\Phi\left(\lambda_{\text {iso }}^{0}, y\right)$, we single out the term in Eq. (C12) which produces a $\delta$ function when $x \rightarrow \lambda_{\text {iso }}^{0}$, which reads

$$
\begin{equation*}
\hat{\psi}(z, \xi)=\frac{1}{z-\mu_{0}-\Delta_{0}^{2} \mathfrak{g}(z)}\left[-\Delta_{0}^{2} \partial_{z} \Psi(z, \xi)+\frac{\Delta_{0}^{2} \mathfrak{g}(z)}{\left(z-\mu_{0}\right)} \frac{1}{\left(\xi-\mu_{1}-\Delta_{1}^{2} \mathfrak{g}(\xi)\right)}+\frac{\Delta_{h}^{4} \Psi^{2}(z, \xi)+2 \Delta_{h}^{2} \Psi(z, \xi)}{\xi-\mu_{1}-\Delta_{1}^{2} \mathfrak{g}(\xi)}\right] \tag{D7}
\end{equation*}
$$

Consider the first term in brackets. One has

$$
\begin{equation*}
\partial_{z} \Psi(z, \xi)=\frac{\mathfrak{g}_{\sigma}(z)-\mathfrak{g}_{\sigma}(\xi)+\mathfrak{g}_{\sigma}^{\prime}(z)(\xi-z)}{\left[\xi-z-\sigma_{W}^{2}\left(\mathfrak{g}_{\sigma}(\xi)-\mathfrak{g}_{\sigma}(z)\right)\right]^{2}} \tag{D8}
\end{equation*}
$$

and for real $|x|>2 \sigma$, given that $\mathfrak{g}_{I}(x)=\zeta_{I}(x)=0$, we find

$$
\begin{align*}
A(x, y) & :=\operatorname{Im} \lim _{\eta \rightarrow 0} \lim _{z \rightarrow x-i \eta} \frac{\left[\partial_{z} \Psi(z, y+i \eta)-\partial_{z} \Psi(z, y-i \eta)\right]}{\mathfrak{g}_{I}(y)} \\
& =\frac{2\left[\zeta_{R}(y)-\zeta_{R}(x)\right]^{2}-2 \zeta_{I}^{2}(y)-4 \sigma_{W}^{2}\left[\mathfrak{g}_{R}(x)-\mathfrak{g}_{R}(y)-(x-y) \mathfrak{g}_{R}^{\prime}(x)\right]\left[\zeta_{R}(y)-\zeta_{R}(x)\right]}{\left(\left[\zeta_{R}(y)-\zeta_{R}(x)\right]^{2}+\zeta_{I}^{2}(y)\right)^{2}} . \tag{D9}
\end{align*}
$$

The second term in brackets in Eq. (D7) can be neglected, as its imaginary part is proportional to $\delta\left(y-\lambda_{\text {iso }}^{1}\right)$ and thus it will only give contributions to the overlap between isolated eigenvectors discussed in the next subsection. The third term instead will contribute with an imaginary part that is not proportional to $\delta\left(y-\lambda_{\text {iso }}^{1}\right)$. It holds

$$
\begin{align*}
& \operatorname{Im} \lim _{\eta \rightarrow 0} \lim _{z \rightarrow x-i \eta}\left[\frac{\Psi(z, y+i \eta)}{y+i \eta-\mu_{1}-\Delta^{2} \mathfrak{g}_{\sigma}(y+i \eta)}-\frac{\Psi(z, y-i \eta)}{y-i \eta-\mu_{1}-\Delta^{2} \mathfrak{g}_{\sigma}(y-i \eta)}\right] \\
& \quad=\frac{y-\mu_{1}-\Delta^{2} \mathfrak{g}_{R}(y)}{\left[y-\mu_{1}-\Delta^{2} \mathfrak{g}_{R}(y)\right]^{2}+\Delta^{4} \mathfrak{g}_{I}^{2}(y)} \operatorname{Im} \Psi_{D}(x, y)-\frac{\Delta^{2} \mathfrak{g}_{I}(y)}{\left[y-\mu_{1}-\Delta^{2} \mathfrak{g}_{R}(y)\right]^{2}+\Delta^{4} \mathfrak{g}_{I}^{2}(y)} \operatorname{Re} \Psi_{S}(x, y), \tag{D10}
\end{align*}
$$

where

$$
\begin{align*}
& \Psi_{D}(x, y)=\lim _{\eta \rightarrow 0} \lim _{z \rightarrow x-i \eta}[\Psi(z, y+i \eta)-\Psi(z, y-i \eta)], \\
& \Psi_{S}(x, y)=\lim _{\eta \rightarrow 0} \lim _{z \rightarrow x-i \eta}[\Psi(z, y+i \eta)+\Psi(z, y-i \eta)] \tag{D11}
\end{align*}
$$

and for $|x|>2 \sigma$,

$$
\begin{align*}
\operatorname{Im} \Psi_{D}(x, y) & =\frac{2 \mathfrak{g}_{I}(y)(y-x)}{\left[\zeta_{R}(x)-\zeta_{R}(y)\right]^{2}+\zeta_{I}^{2}(y)}  \tag{D12}\\
\operatorname{Re} \Psi_{S}(x, y) & =\frac{2 \sigma_{W}^{2} \mathfrak{g}_{I}^{2}(y)+2\left(\mathfrak{g}_{R}(x)-\mathfrak{g}_{R}(y)\right)\left(\zeta_{R}(x)-\zeta_{R}(y)\right)}{\left[\zeta_{R}(x)-\zeta_{R}(y)\right]^{2}+\zeta_{I}^{2}(y)}
\end{align*}
$$

Therefore,

$$
\begin{align*}
B(x, y) & :=\operatorname{Im} \lim _{\eta \rightarrow 0} \lim _{z \rightarrow x-i \eta} \frac{1}{\mathfrak{g}_{I}(y)}\left[\frac{\Psi(z, y+i \eta)}{y+i \eta-\mu_{1}-\Delta^{2} \mathfrak{g}_{\sigma}(y+i \eta)}-\frac{\Psi(z, y-i \eta)}{y-i \eta-\mu_{1}-\Delta^{2} \mathfrak{g}_{\sigma}(y-i \eta)}\right] \\
& =\frac{2(y-x)\left[y-\mu_{1}-\Delta^{2} \mathfrak{g}_{R}(y)\right]-2 \Delta^{2}\left[\sigma_{W}^{2} \mathfrak{g}_{I}^{2}(y)+\left(\mathfrak{g}_{R}(x)-\mathfrak{g}_{R}(y)\right)\left(\zeta_{R}(x)-\zeta_{R}(y)\right)\right]}{\left[\left(\zeta_{R}(x)-\zeta_{R}(y)\right)^{2}+\zeta_{I}^{2}(y)\right]\left[\left(y-\mu_{1}-\Delta^{2} \mathfrak{g}_{R}(y)\right)^{2}+\Delta^{4} \mathfrak{g}_{I}^{2}(y)\right]} \tag{D13}
\end{align*}
$$

Finally,

$$
\begin{align*}
C(x, y) & :=\operatorname{Im} \lim _{\eta \rightarrow 0} \lim _{z \rightarrow x-i \eta} \frac{1}{\mathfrak{g}_{I}(y)}\left[\frac{[\Psi(z, y+i \eta)]^{2}}{y+i \eta-\mu_{1}-\Delta^{2} \mathfrak{g}_{\sigma}(y+i \eta)}-\frac{[\Psi(z, y-i \eta)]^{2}}{y-i \eta-\mu_{1}-\Delta^{2} \mathfrak{g}_{\sigma}(y-i \eta)}\right] \\
& =\frac{y-\mu_{1}-\Delta^{2} \mathfrak{g}_{R}(y)}{\left[y-\mu_{1}-\Delta^{2} \mathfrak{g}_{R}(y)\right]^{2}+\Delta^{4} \mathfrak{g}_{I}^{2}(y)} \frac{\operatorname{Im} \Psi_{2 D}(x, y)}{\mathfrak{g}_{I}(y)}-\frac{\Delta^{2}}{\left[y-\mu_{1}-\Delta^{2} \mathfrak{g}_{R}(y)\right]^{2}+\Delta^{4} \mathfrak{g}_{I}^{2}(y)} \operatorname{Re} \Psi_{2 S}(x, y), \tag{D14}
\end{align*}
$$

where now

$$
\begin{align*}
& \Psi_{2 D}(z, y)=\lim _{\eta \rightarrow 0}\left[\Psi^{2}(z, y+i \eta)-\Psi^{2}(z, y-i \eta)\right] \\
& \Psi_{2 S}(z, y)=\lim _{\eta \rightarrow 0}\left[\Psi^{2}(z, y+i \eta)+\Psi^{2}(z, y-i \eta)\right] \tag{D15}
\end{align*}
$$

Again, for $|x|>2 \sigma$, one finds

$$
\begin{align*}
\frac{\operatorname{Im} \Psi_{2 D}(x, y)}{\mathfrak{g}_{I}(y)} & =\frac{4(x-y)\left[\left(\mathfrak{g}_{R}(x)-\mathfrak{g}_{R}(y)\right)\left(\zeta_{R}(x)-\zeta_{R}(y)\right)-\sigma_{W}^{2} \mathfrak{g}_{I}^{2}(y)\right]}{\left[\left(\zeta_{R}(x)-\zeta_{R}(y)\right)^{2}+\zeta_{I}^{2}(y)\right]^{2}}  \tag{D16}\\
\operatorname{Re} \Psi_{2 S}(x, y) & =\frac{2\left[\left(\mathfrak{g}_{R}(x)-\mathfrak{g}_{R}(y)\right)\left(\zeta_{R}(x)-\zeta_{R}(y)\right)-\sigma_{W}^{2} \mathfrak{g}_{I}^{2}(y)\right]^{2}-2(x-y)^{2} \mathfrak{g}_{I}^{2}(y)}{\left[\left(\zeta_{R}(x)-\zeta_{R}(y)\right)^{2}+\zeta_{I}^{2}(y)\right]^{2}}
\end{align*}
$$

Combining everything, we find

$$
\begin{equation*}
\Phi\left(\lambda_{\text {iso }}^{0}, y\right)=\frac{\mathfrak{q}_{\sigma, \Delta}\left(\lambda_{\text {iso }}^{0}, \mu_{0}\right)}{2}\left[\Delta^{2} A\left(\lambda_{\text {iso }}^{0}, y\right)-2 \Delta_{h}^{2} B\left(\lambda_{\text {iso }}^{0}, y\right)-\Delta_{h}^{4} C\left(\lambda_{\text {iso }}^{0}, y\right)\right] \tag{D17}
\end{equation*}
$$

with

$$
\begin{align*}
A(x, y) & =\frac{2\left[\zeta_{R}(y)-\zeta_{R}(x)\right]^{2}-2 \zeta_{I}^{2}(y)-4 \sigma_{W}^{2}\left[\mathfrak{g}_{R}(x)-\mathfrak{g}_{R}(y)-(x-y) \mathfrak{g}_{R}^{\prime}(x)\right]\left[\zeta_{R}(y)-\zeta_{R}(x)\right]}{\left(\left[\zeta_{R}(y)-\zeta_{R}(x)\right]^{2}+\zeta_{I}^{2}(y)\right)^{2}} \\
B(x, y) & =\frac{2(y-x)\left[y-\mu_{1}-\Delta^{2} \mathfrak{g}_{R}(y)\right]-2 \Delta^{2}\left[\sigma_{W}^{2} \mathfrak{g}_{I}^{2}(y)+\left(\mathfrak{g}_{R}(x)-\mathfrak{g}_{R}(y)\right)\left(\zeta_{R}(x)-\zeta_{R}(y)\right)\right]}{\left[\left(\zeta_{R}(x)-\zeta_{R}(y)\right)^{2}+\zeta_{I}^{2}(y)\right]\left[\left(y-\mu_{1}-\Delta^{2} \mathfrak{g}_{R}(y)\right)^{2}+\Delta^{4} \mathfrak{g}_{I}^{2}(y)\right]}  \tag{D18}\\
C(x, y) & =\frac{1}{\left[y-\mu_{1}-\Delta^{2} \mathfrak{g}_{R}(y)\right]^{2}+\Delta^{4} \mathfrak{g}_{I}^{2}(y)} \frac{1}{\left[\left(\zeta_{R}(x)-\zeta_{R}(y)\right)^{2}+\zeta_{I}^{2}(y)\right]^{2}} c(x, y)
\end{align*}
$$

and

$$
\begin{align*}
c(x, y)= & {\left[y-\mu_{1}-\Delta^{2} \mathfrak{g}_{R}(y)\right] 4(x-y)\left[\left(\mathfrak{g}_{R}(x)-\mathfrak{g}_{R}(y)\right)\left(\zeta_{R}(x)-\zeta_{R}(y)\right)-\sigma_{W}^{2} \mathfrak{g}_{I}^{2}(y)\right] } \\
& -2 \Delta^{2}\left(\left[\left(\mathfrak{g}_{R}(x)-\mathfrak{g}_{R}(y)\right)\left(\zeta_{R}(x)-\zeta_{R}(y)\right)-\sigma_{W}^{2} \mathfrak{g}_{I}^{2}(y)\right]^{2}-(x-y)^{2} \mathfrak{g}_{I}^{2}(y)\right) \tag{D19}
\end{align*}
$$

More explicitly, we can also apply formula (40) to each term in Eq. (D7), and obtain the more explicit formula presented in the main text in Eq. (37). We recall that formula, and we write explicitly all of its parameters

$$
\begin{aligned}
\Phi\left(\lambda_{\text {iso }}^{0}, y\right)= & \frac{\mathfrak{q}_{\sigma, \Delta_{0}}\left(\lambda_{\text {iso }}^{0}, \mu_{0}\right)}{2 \pi \rho(y)}\left[\frac{4 \Delta_{0}^{2} \sigma^{2}}{\sqrt{\left[\lambda_{\text {iso }}^{0}\right]^{2}-4 \sigma^{2}}} \frac{b c-a d}{c^{2}+d^{2}}-4 \sigma^{2} \Delta_{h}^{4} \frac{b_{1} c_{1} e_{1}-a_{1} d_{1} e_{1}-a_{1} c_{1} f_{1}-b_{1} d_{1} f_{1}}{\left(c_{1}^{2}+d_{1}^{2}\right)\left(e_{1}^{2}+f_{1}^{2}\right)}\right. \\
& \left.-8 \sigma^{2} \Delta_{h}^{2} \frac{b_{2} c_{2} e_{2}-a_{2} d_{2} e_{2}-a_{2} c_{2} f_{2}-b_{2} d_{2} f_{2}}{\left(c_{2}^{2}+d_{2}^{2}\right)\left(e_{2}^{2}+f_{2}^{2}\right)}+\frac{\Delta_{0}^{2} \Delta_{1}^{2} \mathfrak{g}_{\sigma}\left(\lambda_{\text {iso }}^{0}\right)}{\sigma^{2}\left(\lambda_{\text {iso }}^{0}-\mu_{0}\right)\left(y-\mu_{1}\right)} \frac{b_{3} c_{3}-a_{3} d_{3}}{c_{3}^{2}+d_{3}^{2}}\right]
\end{aligned}
$$

where the parameters explicitly read

$$
\begin{align*}
& a=\left(4 \sigma^{2}-\lambda_{\text {iso }}^{0} y\right) \operatorname{sgn}\left(\lambda_{\text {iso }}^{0}\right), \\
& b= \sqrt{\left[\lambda_{\text {iso }}^{0}\right]^{2}-4 \sigma^{2}} \sqrt{4 \sigma^{2}-y^{2}}, \\
& c=\left(2 \sigma^{2}-\sigma_{W}^{2}\right)^{2}\left(\lambda_{\text {iso }}^{0}-y\right)^{2}+2 \sigma_{W}^{2}\left(2 \sigma^{2}-\sigma_{W}^{2}\right) \sqrt{\left[\lambda_{\text {iso }}^{0}\right]^{2}-4 \sigma^{2}}\left(\lambda_{\text {iso }}^{0}-y\right) \operatorname{sgn}\left(\lambda_{\text {iso }}^{0}\right)  \tag{D20}\\
&+\sigma_{W}^{4}\left(\left[\lambda_{\text {iso }}^{0}\right]^{2}-4 \sigma^{2}\right)+\sigma_{W}^{4}\left(y^{2}-4 \sigma^{2}\right), \\
& d=-2 \sigma_{W}^{2} \sqrt{4 \sigma^{2}-y^{2}}\left[\sigma_{W}^{2} \sqrt{\left[\lambda_{\text {iso }}^{0}\right]^{2}-4 \sigma^{2}} \operatorname{sgn}\left(\lambda_{\text {iso }}^{0}\right)+\left(2 \sigma^{2}-\sigma_{W}^{2}\right)\left(\lambda_{\text {iso }}^{0}-y\right)\right], \\
& a_{1}=\left(\lambda_{\text {iso }}^{0}-y\right)^{2}+2 \sqrt{\left[\lambda_{\text {iso }}^{0}\right]^{2}-4 \sigma^{2}}\left(y-\lambda_{\text {iso }}^{0}\right) \operatorname{sgn}\left(\lambda_{\text {iso }}^{0}\right)+\left[\lambda_{\text {iso }}^{0}\right]^{2}-4 \sigma^{2}+y^{2}-4 \sigma^{2}, \\
& b_{1}=-2 \sqrt{4 \sigma^{2}-y^{2}}\left[y-\lambda_{\text {iso }}^{0}+\sqrt{\left[\lambda_{\text {iso }}^{0}\right]^{2}-4 \sigma^{2}} \operatorname{sgn}\left(\lambda_{\text {iso }}^{0}\right)\right] \\
& c_{1}=-2 \mu_{1} \sigma^{2}-\Delta_{1}^{2} y+2 \sigma^{2} y, \\
& d_{1}= \Delta_{1}^{2} \sqrt{4 \sigma^{2}-y^{2}},  \tag{D21}\\
& e_{1}=\left(\sigma_{W}^{2}-2 \sigma^{2}\right)^{2}\left(\lambda_{\text {iso }}^{0}-y\right)^{2}+2 \sigma_{W}^{2}\left(2 \sigma^{2}-\sigma_{W}^{2}\right) \sqrt{\left[\lambda_{\text {iso }}^{0}\right]^{2}-4 \sigma^{2}}\left(\lambda_{\text {iso }}^{0}-y\right) \operatorname{sgn}\left(\lambda_{\text {iso }}^{0}\right) \\
&+ \sigma_{W}^{4}\left(\left[\lambda_{\text {iso }}^{0}\right]^{2}-4 \sigma^{2}\right)+\sigma_{W}^{4}\left(y^{2}-4 \sigma^{2}\right), \\
& f_{1}=-2 \sigma_{W}^{2} \sqrt{4 \sigma^{2}-y^{2}}\left[\left(2 \sigma^{2}-\sigma_{W}^{2}\right)\left(\lambda_{\text {iso }}^{0}-y\right)+\sigma_{W}^{2} \sqrt{\left[\lambda_{\text {iso }}^{0}\right]^{2}-4 \sigma^{2}} \operatorname{sgn}\left(\lambda_{\text {iso }}^{0}\right)\right], \\
& a_{2}=\lambda_{\text {iso }}^{0}-y-\operatorname{sgn}\left(\lambda_{\text {iso }}^{0}\right) \sqrt{\left[\lambda_{\text {iso }}^{0}\right]^{2}-4 \sigma^{2}}, \\
& b_{2}=\sqrt{4 \sigma^{2}-y^{2}}, \quad c_{2}=c_{1}, \quad d_{2}=d_{1}, \\
& e_{2}=\left(\sigma_{W}^{2}-2 \sigma^{2}\right)\left(\lambda_{\text {iso }}^{0}-y\right)-\sigma_{W}^{2} \sqrt{\left[\lambda_{\text {iso }}^{0}\right]^{2}-4 \sigma^{2}} \operatorname{sgn}\left(\lambda_{\text {iso }}^{0}\right),  \tag{D22}\\
& f_{2}=\sigma_{W}^{2} \sqrt{4 \sigma^{2}-y^{2}}, \quad a_{3}=-y, \quad b_{3}=\sqrt{4 \sigma^{2}-y^{2}}, \\
& c_{3}=y-\mu_{1}-\frac{\Delta_{1}^{2} y}{2 \sigma^{2}}, \quad d_{3}=\frac{\Delta_{1}^{2} \sqrt{4 \sigma^{2}-y^{2}}}{2 \sigma^{2}}
\end{align*}
$$

## 3. Overlap between isolated eigenvectors

To compute $\Phi\left(\lambda_{\text {iso }}^{0}, \lambda_{\text {iso }}^{1}\right)$ we have to make use of Eq. (40) in the main text and consider only the part of $\psi$ in Eq. (C12) which presents a singularity when evaluated at both of the isolated eigenvalues $\lambda_{\text {iso }}^{a}:=\lambda_{\text {iso },-}^{a}$ for $a \in\{0,1\}$. This term is the one proportional to the product $\left(z-\mu_{0}-\Delta_{0}^{2} \mathfrak{g}_{\sigma}(z)\right)^{-1}\left(\xi-\mu_{1}-\Delta_{1}^{2} \mathfrak{g}_{\sigma}(\xi)\right)^{-1}$ in Eq. (C12). We single out such a term, defining

$$
\begin{equation*}
\tilde{\psi}(z, \xi):=\frac{1}{\left[z-\mu_{0}-\Delta_{0}^{2} \mathfrak{g}_{\sigma}(z)\right]\left[\xi-\mu_{1}-\Delta_{1}^{2} \mathfrak{g}_{\sigma}(\xi)\right]}\left(\Delta_{h}^{4} \Psi^{2}(z, \xi)+2 \Delta_{h}^{2} \Psi(z, \xi)+\frac{\Delta_{0}^{2} \Delta_{1}^{2} \mathfrak{g}_{\sigma}(z) \mathfrak{g}_{\sigma}(\xi)}{\left(z-\mu_{0}\right)\left(\xi-\mu_{1}\right)}\right) \tag{D23}
\end{equation*}
$$

Similar to Eq. (D6), we have

$$
\begin{align*}
& \lim _{\eta \rightarrow 0} \frac{1}{x-i \eta-\mu_{0}-\Delta_{0}^{2} \mathfrak{g}_{\sigma}(x-i \eta)} \frac{1}{y \pm i \eta-\mu_{1}-\Delta_{1}^{2} \mathfrak{g}_{\sigma}(y \pm i \eta)} \\
& \quad=\mp \pi^{2} \delta\left(x-\lambda_{\text {iso }}^{0}\right) \delta\left(y-\lambda_{\text {iso }}^{1}\right) \mathfrak{q}_{\sigma, \Delta_{0}}\left(\lambda_{\text {iso }}^{0}, \mu_{0}\right) \mathfrak{q}_{\sigma, \Delta_{1}}\left(\lambda_{\text {iso }}^{1}, \mu_{1}\right)+\text { regular terms }, \tag{D24}
\end{align*}
$$

where again we neglect all terms that are not proportional to the product of $\delta$ functions. The terms within brackets in Eq. (D23) are real when computed at $x, y \rightarrow \lambda_{\text {iso }}^{a}$ due to the fact that $\left|\lambda_{\text {iso }}^{a}\right|>2 \sigma$, for $a \in\{0,1\}$. Therefore, we find

$$
\begin{align*}
& \operatorname{Re} \lim _{\eta \rightarrow 0^{+}}\left[\tilde{\psi}\left(\lambda_{\text {iso }}^{0}-i \eta, \lambda_{\text {iso }}^{1}+i \eta\right)-\tilde{\psi}\left(\lambda_{\text {iso }}^{0}-i \eta, \lambda_{\text {iso }}^{1}-i \eta\right)\right] \\
& = \\
& \quad 2 \pi^{2} \delta\left(x-\lambda_{\text {iso }}^{0}\right) \delta\left(y-\lambda_{\text {iso }}^{1}\right) \mathfrak{q}_{\sigma, \Delta_{0}}\left(\lambda_{\text {iso }}^{0}, \mu_{0}\right) \mathfrak{q}_{\sigma, \Delta_{1}}\left(\lambda_{\text {iso }}^{1}, \mu_{1}\right)  \tag{D25}\\
& \quad \times\left(\Delta_{h}^{4} \Psi^{2}\left(\lambda_{\text {iso }}^{0}, \lambda_{\text {iso }}^{1}\right)+2 \Delta_{h}^{2} \Psi\left(\lambda_{\text {iso }}^{0}, \lambda_{\text {iso }}^{1}\right)+\frac{\Delta_{0}^{2} \Delta_{1}^{2} \mathfrak{g}_{\sigma}\left(\lambda_{\text {iso }}^{0}\right) \mathfrak{g}_{\sigma}\left(\lambda_{\text {iso }}^{1}\right)}{\left(\lambda_{\text {iso }}^{0}-\mu_{0}\right)\left(\lambda_{\text {iso }}^{1}-\mu_{1}\right)}\right)
\end{align*}
$$

Notice that the equation satisfied by the isolated eigenvalues, Eq. (16), implies that the last term within brackets in Eq. (D25) is equal to 1 . From this, Eq. (36) immediately follows.

When $\mu_{0}=\mu_{1}$ and $\Delta_{0}=\Delta_{1}$, the typical values of the two isolated eigenvalues are the same and this expression converges to a finite limit; see Sec. V.

## APPENDIX E: THE CURVATURE OF RANDOM LANDSCAPES: A RANDOM MATRIX PROBLEM

In this Appendix, we give a few additional details on the connection between the Hessians of random Gaussian landscapes and the random matrices discussed in this work. Consider the random function (64) defined on the surface of the $D$-dimensional unit sphere. The local curvature of $\mathcal{E}[\mathbf{s}]$ around a configuration $\mathbf{s}$ is given by the $(D-1) \times(D-1)$ Riemannian Hessian on the sphere, which can be compactly written as

$$
\begin{equation*}
\mathcal{H}[\mathbf{s}]=\Pi_{\tau[\mathbf{s}]}\left(\frac{\partial^{2} \mathcal{E}[\mathbf{s}]}{\partial s_{i} \partial s_{j}}\right) \Pi_{\tau[\mathbf{s}]}-(\nabla \mathcal{E}[\mathbf{s}] \cdot \mathbf{s}) \mathbb{1} \tag{E1}
\end{equation*}
$$

In this expression, the first term is the matrix of second derivatives of the landscape projected on the tangent plane $\tau[\mathbf{s}]$ to the sphere at the point $\mathbf{s}$ (the $\Pi_{\tau[\mathrm{s}]}$ are the corresponding projection operators), while $\mathbb{1}$ is the $(D-1) \times(D-1)$ identity matrix. Both the projectors and the diagonal term arise from imposing that the landscape is restricted to the sphere. Given that the matrices (E1) are projected onto the corresponding tangent planes, their components have to be expressed in a basis $\mathcal{B}[\mathbf{s}]$ which depends on the point $\mathbf{s}$ itself, since it has to span the tangent plane $\tau[\mathbf{s}]$ - defined as the space of unit vectors $\mathbf{v}$ satisfying $\mathbf{v} \cdot \mathbf{s}=0$.

The Hessians (E1) are random matrices, and one can characterize explicitly their statistical distribution conditioned to the fact that $\mathbf{s}$ is a stationary point with a given energy density $\epsilon \sim D^{-1} \mathcal{E}[\mathbf{s}]$. Consider two such stationary points $\mathbf{s}_{0}, \mathbf{s}_{1}$ at energy density $\epsilon_{0}$ and $\epsilon_{1}$, respectively, conditioned to be at overlap $q$. To describe the statistics of the corresponding Hessians, it is convenient to choose the bases $\mathcal{B}\left[\mathbf{s}_{a}\right]$ with $a=0,1$ in each tangent plane in such a way that $(D-2)$ vectors $\mathbf{e}_{i=1, \cdots, D-2}$ in each basis span the subspace orthogonal to both $\mathbf{s}_{a}$ (these vectors can be the same in both $\mathcal{B}\left[\mathbf{s}_{a}\right]$ ), while the last one $\mathbf{e}_{D-1}^{a}$ is the normalized linear combination of $\mathbf{s}_{0}, \mathbf{s}_{1}$ that is orthogonal to $\mathbf{s}_{a}$ :

$$
\begin{equation*}
\mathbf{e}_{D-1}^{0}=\frac{\mathbf{s}_{1}-q \mathbf{s}_{0}}{\sqrt{1-q^{2}}}, \quad \mathbf{e}_{D-1}^{1}=\frac{\mathbf{s}_{0}-q \mathbf{s}_{1}}{\sqrt{1-q^{2}}} \tag{E2}
\end{equation*}
$$

When expressed in these bases, the two matrices $D^{-1 / 2} \Pi_{\tau\left[s^{a}\right]}\left(\partial_{i j}^{2} \mathcal{E}\left[\mathbf{s}^{a}\right]\right) \Pi_{\tau\left[s^{a}\right]}$ take the form (1): The GOE blocks correspond to the subspace spanned by the vectors $\mathbf{e}_{i=1, \ldots, D-2}$, while the special line and column correspond to the direction identified by the basis vectors $\mathbf{e}_{D-1}^{a}$. The two GOE blocks are correlated with each other, and their statistics is described by Eq. (70). The components of the last row and column have instead fluctuations whose strength depends on $\epsilon_{0}, \epsilon_{1}$, and $q$, as discussed in the main text.

We set $N=D-1$. The results discussed in this work are derived assuming that the two matrices are expressed in the same basis. In the Hessian case, the two matrices are defined on different spaces (the tangent planes) spanned by different basis vector. It can be checked that in this case, the quantity $\Phi\left(\lambda^{0}, \lambda^{1}\right)$ defined from Eq. (40) is given by

$$
\begin{equation*}
\Phi\left(\lambda^{0}, \lambda^{1}\right)=N \sum_{i, j=1}^{N} \mathbb{E}\left[\left(\mathbf{e}_{i}^{0} \cdot \mathbf{u}_{\lambda^{0}}\right)\left(\mathbf{u}_{\lambda^{0}} \cdot \mathbf{e}_{j}^{0}\right)\left(\mathbf{e}_{j}^{1} \cdot \mathbf{u}_{\lambda^{1}}\right)\left(\mathbf{u}_{\lambda^{1}} \cdot \mathbf{e}_{i}^{1}\right)\right] \tag{E3}
\end{equation*}
$$

Using that $\mathbf{e}_{i}^{0}=\mathbf{e}_{i}^{1}$ for $i \leqslant N-1$, we see that Eq. (E3) is equivalent to

$$
\begin{align*}
\Phi\left(\lambda^{0}, \lambda^{1}\right)= & N \mathbb{E}\left[\left(\left(\mathbf{u}_{\lambda^{0}} \cdot \mathbf{u}_{\lambda^{1}}\right)-\left(\mathbf{u}_{\lambda^{0}} \cdot \mathbf{e}_{N}^{0}\right)\left(\mathbf{e}_{N}^{0} \cdot \mathbf{u}_{\lambda^{1}}\right)\right.\right. \\
& \left.\left.+\left(\mathbf{u}_{\lambda^{0}} \cdot \mathbf{e}_{N}^{0}\right)\left(\mathbf{e}_{N}^{1} \cdot \mathbf{u}_{\lambda^{1}}\right)\right)^{2}\right] . \tag{E4}
\end{align*}
$$

We see that if both $\lambda^{a}$ are bulk eigenvalues, all the scalar products appearing in Eq. (E4) are of order $N^{-1 / 2}$ and thus $\Phi\left(\lambda^{0}, \lambda^{1}\right)=$ $N \mathbb{E}\left[\left(\mathbf{u}_{\lambda^{0}} \cdot \mathbf{u}_{\lambda^{1}}\right)^{2}\right]$ to leading order in $N$. However, when one of the eigenvalues is isolated, $\lambda^{a}=\lambda_{\text {iso }}^{a}$, the typical value of $\left(\mathbf{u}_{\lambda_{\text {iso }}^{0}} \cdot \mathbf{e}_{N}^{0}\right)$ is of $\mathcal{O}(1)$, see Eq. (26). Therefore, all terms in Eq. (E4) are of the same order of magnitude, and to get the eigenvectors overlaps one has to subtract from $\Phi$ the projections of the eigenvectors along the special direction. We remark that the projections $\left(\mathbf{u}_{\lambda^{0}} \cdot \mathbf{e}_{N}^{0}\right)$ for bulk eigenvalues $\lambda^{0}$ of perturbed matrices are discussed in Ref. [26] for purely additive perturbations.
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[^1]:    ${ }^{1}$ In Ref. [28], the authors consider matrices of the form $\sqrt{\mathbf{C}} \mathbf{X}^{(a)} \sqrt{\mathbf{C}}$ with $\mathbf{X}^{(a)}$ uncorrelated Wishart matrices.

[^2]:    ${ }^{2}$ We remark that these expansions can be recovered making use of the multi-resolvent local law proved in Ref. [38].

